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Introducing UM Server
Extensions Tools

UM Server Extensions tools expand the flexibility and management
capabilities of the Universal Manageability tool, IBM Director. These
systems-management tools are provided free-of-charge with IBM
Director, and if you choose to upgrade to Tivoli IT Director, the
Extensions tools remain intact.

The following is a description of each UM Server Extensions tool.

Advanced Systems Management

With Advanced Systems Management, you can monitor critical
subsystems, restart logs, and troubleshoot Servers, even when the
targeted system is not turned on.

You can configure this tool to send alerts to changes in events such as
POST, loader, and operating system timeouts. If any of these events
occur, this tool automatically forwards an alert in one of the following
ways:

m  To another system through a modem
m  To anumeric or alphanumeric pager

m  ToaManager system using a TCP/IP network connection, or to an
SNMP Manager/Serial
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Capacity Manager

Capacity Manager is a resource management planning tool that tracks
resource utilization, identifies potential network bottlenecks, and
recommends ways to improve performance. It can generate a report,
which enables effective planning of future capacity, such as
microprocessor, disk, or memory upgrades.

The Capacity Manage Report Generator tasks can be scheduled through
the Director Scheduler.

Cluster Systems Management

Cluster Systems Management is the interface for IBM Availability
Extensions for Microsoft Cluster Service (MSCS). You can manage all
cluster-related operations and manage cluster resources in an MSCS-
based Availability Extensions cluster from one interface. With this tool
you can provide cluster operations for a single cluster, or you can group
components onto a node by using the drag-and-drop method. A system
administrator receives alerts to any event in a cluster through E-mail,
electronic page, or starting another program, thereby reducing
downtime.

Fibre Channel Storage Manager

Fibre Channel Storage Manager is a management tool that reduces the
time that is needed to configure, administer, and monitor locally or
remotely installed Fibre Channel storage subsystems. Some storage
subsystem management activities include:

m  Configuring available storage subsystem capacity into logical
drives to maximize data availability, optimize application
performance, and use storage resources

m  Recovering from storage subsystem problems to maximize data
availability

m  Granting access to partitions to the application hosts in the
enterprise

m  Tuning for optimal application performance
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Fuel Gauge Monitor

Fuel Gauge Monitor warns you about conditions which could lead to
preventable down time. These conditions involve the power subsystem
and the load presented by the system. Some of these conditions occur
when the system load increases to the point where power subsystem
specifications are being violated. Others occur when a server that has
multiple, pluggable power modules experiences an increase in system
load which takes power subsystem utilization above a limit know as the
Loss of redundancy threshold.

Fuel Gauge Monitor provides a feedback mechanism which allows you
to review the operation of the power subsystem at any point in time to
determine how far from a ‘loss of redundancy’ or ‘over current’ situation
the server is at that time. In addition Fuel Gauge Monitor has the
following alerts: informational, warning and error.

Rack Manager

IBM Rack Manager provides a flexible, easy-to-install solution for
consolidating IBM servers, storage devices, and other standard 19-inch
rack equipment.

With Rack Manager, you can group your equipment together, enabling
you to manage your system resources and to monitor your system
functions more efficiently. Centralizing your equipment in integrated
rack suites helps to reduce your "real estate” and support costs.

ServeRAID Manager

ServeRAID Manager is a management tool that reduces the time that is
needed to configure, administer, and monitor ServeRAID controllers
that are installed locally or remotely on servers. The following are
features of the ServeRAID Manager:

m  Hot spares are reduced, reserving space on existing drives for
rebuilds.

m  Data scrubbing and auto synchronization of the parity drive can
start automatically.
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m  Migration from previous RAID levels is possible to increase free
space and logical drive space.

Software Rejuvenation

With Software Rejuvenation, you can have precise control over the
scheduling of a node restart for a specific cluster. The Software
Rejuvenation interface resembles the IT Director Tasks Scheduling
interface and offers drag-and-drop capability. You can schedule node
restarts by dragging a node icon onto the calendar and specifying
schedule parameters.

System Availability

System Availability provides graphical proof that Software
Rejuvenation improves your system availability. This tool can be used,
not only for the Software Rejuvenation users, but for any user with the
responsibility for determining system availability for large sets of
systems. This tool can be used on groups of nodes.

Accessing the UM Server Extensions Tools

Each task is started from the Director console. Each Extensions tool is
accessed by dragging the appropriate icon from the Tasks pane of the
Director console and dropped onto a system that supports that
Extensions tool in the Group Contents panel. Or, you can right-click a
system that supports the Extensions tool in the Group Contents pane and
select the appropriate Extensions tool from the system context menu.

Some tasks contain multiple features. The task that has a + beside the
corresponding icon denotes a collapsed selection tree. Click the + to
expand the multiple features of that task. The following sections
describe each Extensions tool service icon (or icons) and the placement
of the icon within the Director console.
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Cluster Systems Management

Icon

Location

Cluster Systems Management is within the IBM Cluster Tools parent
description in the Tasks section of the Director console.

Advanced Systems Management

Icon

Location

D

Advanced Systems Management is in the Tasks section of the Director
console.

Capacity Manager

Icon

Location

o

Capacity Manager is an Extensions service description and not a task.
The supported tasks are located within this heading in the Tasks
section of the Director console.

Using Capacity Manager is not a system-enabled task but a set of
online tutorials for using Capacity Manager. Click this description to
expand the tutorial choices. Click one of the tutorial tasks to open the
Capacity Manager online help.

Monitor Activator is within the Capacity Manager parent description
in the Tasks section of the Director console.

Report Generator is within the Capacity Manager parent description
but is an Extensions service description and not a task. Click this
description to expand the type of report selections.

Report Viewer is within the Capacity Manager parent description in the
Tasks section of the Director console.

UM Server Extensions: User’s Guide
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Fibre Channel Storage Manager

Icon

Location

O

The Fibre Channel Storage Manager is in the Tasks section of the
Director console.

Fuel Gauge Monitor

Icon

Location

&

The Fuel Gauge Monitor icon is displayed in the icon menu of the
Director console.

Rack Manager

Icon

Location

The Rack Manager icon is in the Tasks section of the Director console.

ServeRAID Manager

Icon

Location

5

ServeRAID Manager is in the Tasks section of the Director console.
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Software Rejuvenation

Icon Location

@' Software Rejuvenation is in the Tasks section of the Director console.
=

System Availability

Icon Location

" System Availability is in the Tasks section of the Director console.

UM Server Extensions Tools and the Event Builder in
Director

Some of the UM Server Extensions tools add event filters to the Event
Builder of Director. These filters provide additional systems-
management capabilities. An event such as a battery failure in a
ServeRAID controller is now channeled through the Event Action Plan
in Director. The Event Action Plan creates a single monitoring interface
for UM Server Extensions events.

Descriptions of event filters are found in:
m  "Advanced Systems Management events" on page 86.

m “ServeRAID Events in Director” on page 280
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Installing UM Server Extensions
Tools

This section contains instructions for installing UM Server Extensions
tools on your client, server, or console. The Extensions tools work with
IBM Director or IT Director to enhance your systems-management
capabilities.

Before You Begin

The files that the UM Server Extensions Installer program installs are
determined by the configuration of the resident IBM Director or IT
Director program. Depending on whether you are using your system as
a server, console, client, or any combination of the three, Extensions
Installer detects your current configuration and automatically installs the
appropriate files.

Although the installation program automatically detects your
configuration, you must install the UM Server Extensions tools on your
console system, server system, and each of your client systems
separately.

Before you install UM Server Extensions, consider the following:
m  Supported systems by component

m  Hardware requirements
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Supported Systems by Component

UM Server Extensions Server, which installs all components (Server,
Console, and Client), is supported on the following operating systems:

[ ] Microsoft Windows® 2000—Server or Advanced Server
m  Windows NT® Server 4.0 (with Service Pack 4 or later)

The UM Server Extensions Console component supports the same
operating systems as UM Server Extensions Server, including:

Microsoft Windows® 2000—Server or Advanced Server
Windows NT® Server 4.0 (with Service Pack 4 or later)
Windows 2000 Professional

Windows NT Workstation 4 (with Service Pack 4 or later)
Windows 98

Windows 95 (with OEM Service Release 2 (OSR2) or later)
Novelle NetWare 4.x or later

Note: ServeRAID Manager console does not run in a NetWare 4.x
environment. The Java console runs only in a NetWare 5.x
environment. For more information on ServeRAID Manager,
see “Chapter 9. ServeRAID Manager,” on page 259.

The following operating systems support UM Server Extensions Client
components:

Windows 2000—Server or Advanced Server

Windows 2000 Professional

Windows NT Server 4.0 (with Service Pack 4 or later)
Windows NT Workstation 4.0 (with Service Pack 4 or later)
IBM OS/2® Warp 4.0

OS/2 Warp 5.0

NetWare 4.x or later

ASM and RAID for SCO and Linux
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Hardware Requirements

UM Server Extensions tools require that you have IBM Director or IT
Director installed and operational on your system. In addition, for server
systems or console systems, the required components are:

m  Intel® Pentium® processor, 200 MHz or faster.
64 MB of random access memory (RAM).

150 MB of virtual storage.

75 MB of free disk space.

A network adapter that supports TCP/IP. The adapter must also
support NetBIOS, IPX, or SNA. This support depends on the
transport that is needed to communicate with the managed
systems.

The UM Server Extension Client requires at least:

m  An IBM Personal Computer or server with an Intel Pentium
processor.

m 16 MB of RAM.

m A network adapter that supports TCP/IP. The adapter must support
also NetBIOS, IPX, or SNA. This support depends on the transport
that is needed to communicate with the managed systems.

The steps for each installation depend on the operating system to which
you are installing. UM Server Extensions tools support console systems
and server systems that run the Windows operating system only. For
steps on installing on a Windows system, refer to “Installing UM Server
Extensions Tools on a System Running Windows” on page 25.

UM Server Extensions tools support client systems that run Windows
NT, 0S/2, and NetWare. If you need to install an OS/2 or NetWare
client, see steps under “Installing the UM Server Extensions Tools on
0S/2” on page 27, or “Installing the UM Server Extensions Tools on a
System Running NetWare” on page 30.

Installing UM Server Extensions on Windows

This section details the attended installation of UM Server Extensions
tools in a Microsoft Windows operating-system environment. Follow
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the supported operating-system guidelines for installing the various UM
Server extensions components.

Perform the following steps to install the UM Server Extension tools on
a system running windows:

1.
2.

From the Windows Start menu, click Run.

In the Run field, type:
drive letter:\directory\Win\setup.exe

where drive letter and directory are the drive and the temporary
directory where the decompressed UM Server Extensions tools
files are located. The Win directory indicates the installation files
for a Windows installation.

Click OK.
The installation program displays two Welcome windows.
Click Next through both windows.

The Select Components window opens.

Select Components I

Select the tools you would like to install. All currently installed
taols will be remaved and replaced by vour new selections.
Press the Mext button to continue.

LComponents

v Advanced System Management 2079K
v Capacity b ZE5E K.

B15[] E

Ok

v |BM MNetfinity Fack Manager 429K

v |BM Software Rejuvenation 2090 K.
v |Bb System Availability MK -

Description

Duplicates functionality of M5 tool. Manage
cluster from any conzole. E aze the
management process of IP addreszes, File
shares, and Print spoolers.

Space Required: 13549 K Space Available: 104822 K.

< Back | Mest » | Cancel
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5. Select the tools that you would like to install.
Each selection has a description field.

6.  Click Next.
The Confirm Selection window opens.

Confirm Selection I

The following tool(z] will be installed after you click on the Nest
btton.

Current S eftings:

Setup Tupe: -
Server
Consale
Agent
Target Directany:
C:\Program Files\ EM\Directort,
Tool: to be installed:
Advanced System Management

Capacity Manager

Cluzter Syztems M anagerment
Fibre Channel Storage Manager
IBM Metfinity Rack Manager

< Back

Cancel |

7.  Click Next.
The UM Server Extensions Installer installs the selected UM
Server Extensions tools.

8. If IBM Director is currently running on your system, the Question
window opens. Click Yes to continue the installation.

9.  When the installation is complete, you are prompted to restart your
system.

Installing the UM Server Extensions Tools on 0OS/2

To install the UM Server Extensions tools on an OS/2 platform, you
must run UM Server Extensions Installer remotely from a system
running Windows NT. Systems running Windows 95 or Windows 98 do
not work for this purpose.

You must map the drive from the OS/2 system to the Windows NT
system. The best method of mapping the drive is to use the Net Use
command in a DOS window. The installation program displays
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windows that enable you to map the drive. Using the window method
does not work in all remote installation situations.

Mapping the Drive for a Remote Installation

To map a drive from a DOS window, type the Net Use command as
follows:

Net Use[driveletter|*] [\\computername\sharename]

where driveletter represents any available drive on the Windows NT
system, and computername\sharename are the system name and share
name of the OS/2 system.

Installation Instructions for a System Running 0S/2

Perform the following steps to install the UM Server Extensions tools on
an OS/2 system:

1.

On the target system, run the following command: twqipc
shutdown. This will stop Director and allow the installation to
proceed.

In the Run field, type:
drive letter:\directory\os2netw\setup.exe

where drive_letter and directory are the drive and the temporary
directory where the decompressed UM Server Extension tools files
are located. The os2netw directory indicates the installation files
for an OS/2 or NetWare installation.

Click OK.

The installation program displays two Welcome windows.
Click Next through both Welcome windows.

The system displays the Select Platform window.

Select the OS/2 radio button.

Click Next.

The Choose Destination Location window opens, reminding you
that you must first map a drive for the OS/2 installation.
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Choose Destination Location

You need to have the destination drive being mapped to the local
machire.

" Destination Directory

hTivali'g Browse... |

< Back Mest > | Cancel I

7.  Click Next if you are using the default destination directory. Skip
to step 10 on page 30.

Click Browse if you want to change the destination directory.

The installation program displays the Choose Directory window.

Choosze Directory x|

Please choose the directory for installation.

Path:
Ih:\Tivolin

Directories:

E= h: = 0K |
3 acrobat
= cancer _|

1 Diskkeeper
0 Distiller
3 FlowChart

3 Fonts i

Drives:

I =1 h: WRalfssZ22Vhpps ;l MNebtwork... |
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8.  Click the down arrow beside the Drives field, and select the drive
that you mapped for the OS/2 installation.

You can click the Network button to find an available drive to
map; however, for this installation it is best to map the drive before
you start the Extensions Installer program.

Refer to “Mapping the Drive for a Remote Installation”
on page 28.

9.  From the Directories list, select the directory where IBM Director
is installed. The default is x:\TivoliWg\ where
x is the mapped drive and TivoliWg is the default directory.

10. Click OK.

UM Server Extensions Installer installs the following Extensions
tools:

m  Advanced Systems Management
m  Capacity Manager

11. When the installation is complete, from the console of the OS/2
system, type twgipc to restart IBM Director.

Installing the UM Server Extensions Tools on a
System Running NetWare

To install the UM Server Extensions tools on a NetWare system, you
must run UM Server Extensions Installer remotely from a Windows NT
system. Windows 95 or Windows 98 systems will not work.

With NetWare, you must map a drive between the NetWare system and
the Windows NT system before you start the Extensions Installer
program.

The best method of mapping the drive is to use the Net Use command in
a DOS window. The installation program displays windows that are
intended to enable you to map the drive, but using the window method
will not work for you in all remote installation situations.

For instructions on using the Net Use command to map a drive, refer to
“Mapping the Drive for a Remote Installation” on page 28.
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Installation Instructions for a System Running
NetWare

Perform the following steps to install UM Server Extensions tools on a
NetWare system:

1.  From the NetWare console, type unload SecModOl.sec to
shut down IBM Director.

2. From the Windows Start menu, click Run.

In the Run field, type:

drive letter:\directory\os2netw\setup.exe

where drive_ letter and directory are the drive and the temporary
directory in which the decompressed UM Server Extensions tools
files are located. The os2netw directory indicates the installation
files for an OS/2 or NetWare installation.

4.  Click OK.

The installation program displays two Welcome windows.
5.  Click Next through both Welcome windows.

The system displays the Select Platform window.
6.  Select the NetWare radio button.
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Select Platform E

Select the operating spstem on the destination drive,

 0s2

< Back I Mest > I Canicel

7.  Click Next.

The Choose Destination Location window opens, reminding you
that you must first map a drive for the NetWare installation.

Choosze Destination Location

Y'ou need to have the destination drive being mapped to the local
machine.

" D estination Directory

ks Tivalivwig Brovse... |

< Back Mest > | Cancel |

8.  Click Next if you are using the default destination directory. Skip
down to step 11 on page 33.
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Click Browse if you want to change the default destination
directory.
The installation program displays the Choose Directory window.

Choosze Directory

FPlease choose the directory for installation.

Path:
[p:ATivolivwg

Directories:

F= h - Ok |
3 acrobat
e Cancer |

O Diskkeeper
3 Distiller
3 FlowChart

3 Fonts hd|

Drives:

| = h: WRalfss22yipps  ~| Network... |

9.  Click the down arrow beside the Drives field, and select the drive
that you mapped for the NetWare installation.

You cannot use the Network button to find an available drive to
map, because with a NetWare installation, you must map the drive
before you start the Extensions Installer program.

10. From the Directories list, select the directory where IBM Director
is installed. The default is x\TivoliWg\

where x is the mapped drive, and TivoliWg is the default directory.
11. Click OK.

UM Server Extensions Installer installs the following Extensions
tools:

m  Advanced Systems Management
m  Capacity Manager
m  ServerRAID Manager
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12.  When the installation is complete, from the NetWare system
console, type twgipc to restart IBM Director.

Deploying IBM UM Server Extensions 2.2 Clients
through Tivoli IT Director

Using Tivoli IT Director, you can distribute the UM Server Extensions
Client code to managed systems through the Software Distribution task.
When you install UM Server Extensions Server, you also install the
distributable client file as well. You will use this file to build a software
distribution package that you can deploy to your selected nodes.

To distribute the IBM UM Server Extensions 2.2, use the following
procedure:

1. From the Tivoli IT Director Management Server, open the IT
Director Console.

2. In the Tasks pane, right-click Software Distribution.

3.  Expand the selection Wizards, and double-click IT Director File
Package.

The IT Director File Package Builder window opens.

4.  Select Get files from the IT Director Server, and then click
Browse.

5. Find the file IBMUMSE.BFP, located in the directory
drive_ letter:\tivoliwg\IBM SWDist\

where drive_ letter is the drive in which the UM Server Extensions
distribution package is located.

6. Click Next.
7.  Click Finish.

You now have an IBM UM Server Extensions 2.2 icon under the
Software Distribution task. Deploy the client by dragging this icon onto
the target node. For more information on Tivoli IT Director Software
Distribution, see your Tivoli’s IT Director Users Guide.
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Uninstalling the UM Server Extensions Tools

The procedure for uninstalling the UM Server Extensions tools depends
on whether you installed the Extensions tools locally or remotely.

Local System Running Windows NT

To remove the UM Server Extensions tools from a local Windows NT
system, use the following procedure:

1.  Click Start >Programs —UM Server Extensions— Uninstall
IBM UM Server Extensions.

The uninstallation window displays the message:

Are you sure you want to remove the
application and its components?

2. Click Yes.

When the system is finished removing the files, it displays the
message:

You need to reboot the machine to complete
the uninstallation.

3. Click OK.

You are prompted to restart the system.

Remote System

Regardless of which operating system is running on the remote system,
Windows NT, OS/2, or NetWare, the uninstallation procedure is the
same. To remove the UM Server Extensions tools from a remote system,
perform the following steps:

1. From a DOS window on the Windows NT system, map a drive for
the remote target system. For steps on mapping the drive, refer to
“Mapping the Drive for a Remote Installation” on page 28.

2. Change the directory to the target directory of your Director
program.

3. Typeuninstex nddirectory
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where nddirectory is the target directory of your Director program
(including drive and full path).

Note: If you do not type the correct target directory; the system
displays a message that the uninstallation routine cannot
find the appropriate log file.

The Remove Programs from your Computer window opens,
confirming the deleted files.

4. Click OK.

The system displays the message:
You need to reboot your machine to complete
the installation.

Click OK.

7. You must manually shut down and restart the system.

SCO UnixWare

The IBM Director UnixWare ASM Agent provides the Advanced
System Management support for the IBM Director on UnixWare 7 and
7.x. For installation, removal and setup, use the following procedure:

1.  Insert the CD into the CD-ROM drive.
2.  Type
“mount -r -F cdfs/dev/cdrom/cdromdevicefile/mnt”

where cdromdevicefile is the specific device file for the CD-ROM
block device. You can look in the /dev/cdrom directory to
determine what this is on your system. An example of what you
might see in the directory is: cOb0t610.

3. Press Enter and type:

*pkgadd -d /mnt/unix/asmuwag.ds”

where mnt is the mount point of the device file created in step 2.
4.  Press Enter.

When the installation is complete, type:

‘umount /mnt”
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6. Press Enter.
You can remove the CD-ROM from the system.

To install from the Web use the following procedure:

1. Download the IBM Directory UnixWare ASM Agent from the
following location:
http://www.pc.ibm.com/ww/eserver/xseries/systems_managemen
t/nfdir/serverext.html

2. Select the asmuwag.ds file and download it to a temporary
directory, such as /tmp

3. Toinstall this package, type the following:
“pkgadd -d /tmp/asmuwag.ds”
where tmp is the directory specified in step 2

Note: To install or remove the ASM package, you must have
‘root’ privileges. To remove this application, type:

“pkgrm asmuwag”
The IBM Director UnixWare RAID Agent provides the ServeRAID
support for the IBM Director on UnixWare 7.x. This package requires

that the IBM Director UnixWare Agent be installed. For installation,
removal and setup, use the following procedure:

1.  Insert the CD into the CD-ROM drive.

2. Type:
“mount -r -F cdfs/dev/cdrom/cdromdevicefile/mnt”

where cdromdevicefile is the specific device file for the CD-ROM
block device. You can look in the /dev/cdrom directory to
determine what fiel this is on your system. An example of what you
might see in the directory is: cObot610.

3. Press Enter, then type:

“pkgadd -d /mnt/unix/RAIDUwAg.pkg”

where mnt is the mount point of the device file created in step 2.
4.  Press Enter.

When the installation is complete, type:

“umount /mnt”
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6.

Press Enter.
You can remove the CD-ROM from the system.

The IBM Director Unixware RAID Agent can be downloaded from the
WEB. Use the following procedure:

1.

Download from the following location:
http://www.pc.ibm.com/ww/eserver/xseries/systems_managemen
t/nfdir/serverext.html

Select the RAIDUwAg.pkg file and download it to a temporary
directory, such as /tmp.

To install this package, type the following:
“pkgadd -d /tmp/RAIDUwalAg.pkg”
where tmp is the directory specified in step 2.

Note: To install or remove the ServeRAID Manager package,
you must have ‘root’ privileges. To remove this
application, type:

“pkgrm RAIDUwAg”

Redhat Linux 6.x

The IBM Director Linux ASM Agent provides the Advanced System
Management Support for the IBM Director on RedHat Linux 6.x. Use
the following installation procedure:

1.
2.

Insert the CD into the CD-ROM drive.
Type:
“mount /mnt/cdrom”

where cdromdevicefile is the specific device file for the CD-ROM
block device. You can look in the /dev/cdrom directory to
determine what this is on you system. An example of what you
might see in the directory is: cObot60.

Press Enter, then type:

“rpm -i /mnt/cdrom/unix/asmlxag-1.0.1386.rpm”
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where mnt is the mount point of the device file created in step 2.
4.  Press Enter.

When the installation is complete, type:

“umount /mnt/cdrom”

6.  Press Enter.
You can remove the CD-ROM from the system.

To install IBM Director Linux ASM Agent from the WEB, use the
following procedure:

1. Download IBM Director UnixWare ASM Agent from the
following location:
http://www.pc.ibm.com/ww/solutions/enterprise/sysmgmt/produc
ts/nfdir/ser_ext.html

2. Select the asmlxag.rpm file and download it to a temporary
directory, such as /tmp.

3. Toinstall this package, type the following

“rpm -i /tmp/asmlxag-1.0.i386.rpm”

where tmp is the directory specified in step 2.

Note: To install or remove the ASM package, you must have ‘root’
privileges. To remove this application, type:

“rpm -e asmlxag”

The IBM Director Linux RAID Agent provides ServeRAID Manager
Support for the IBM Director on RedHat Linux 6.x. Use the following
installation procedure:

1.  Insert the CD into the CD-ROM drive.
2. Type:
“mount /mnt/cdrom”

where cdromdevicefile is the specific device file for the CD-ROM
block device. You can look in the /dev/cdrom directory to
determine what this is on you system. An example of what you
might see in the directory is: cObot60.
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Press Enter, then type:

“rpm -i /mnt/cdrom/unix/raidlxAgm.rpm”

where mnt is the mount point of the device file created in step 2.
Press Enter.

When the installation is complete, type:

“umount /mnt/cdrom”

Press Enter.
You can remove the CD-ROM from the system.

To install IBM Director Linux ServeRAID Agent from the WEB, use
the following procedure:

1.

Download IBM Director UnixWare ASM Agent from the
following location:
http://www.pc.ibm.com/ww/eserver/xseries/systems_managemen
t/nfdir/serverext.html

Select the RAIDLxAg.rpm file and download it to a temporary
directory, such as /tmp.

To install this package, type the following
“rpm -i /raidlxag.rpm”

where tmp is the directory specified in step 2.

Note: To install or remove the ASM package, you must have ‘root’

privileges. To remove this application, type:

“rpm -e raidlxag”
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Cluster Systems Management

The IBM Cluster Tools are installed during the UM Server Extensions

installation and are seamlessly integrated into the IBM Director

Console. Cluster Systems Management (ICSM) is the main component

of the IBM Cluster Tools. This server program is used to administer
high-availability cluster environments, for example IBM Availability

for MSCS or MSCS clusters, and to increase reliability of cluster nodes.

You must be logged on to the IBM Director console as a user with

general access, group access, and task access privileges before you can
use IBM Cluster Tools.
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Using Cluster Systems Management

Cluster Systems Management is a graphical user interface (GUI) client
program that you can use to initiate cluster-related operations and
manage cluster resources in a Microsoft Cluster Service (MSCS) based
cluster. The program displays all cluster components, including nodes,
groups, resources, networks, and network interfaces. You can provide
cluster operations for a single cluster, or you can group components onto
anode. The following describes the cluster entities.

Node
A node in the clustering environment represents a supported
IBM server. Nodes can own resource groups.

Resource group
A resource group in the clustering environment is a collection of
resources that are grouped together in a single system. State,
Move, and Initiate Failure are some resource-group functions.
When applied, these functions affect all resources in a group.
(For example, if a node fails, another node in the cluster takes
ownership of the group, providing client/server applications
continuous access to the storage device.)

Resource
A resource offers a service to clients in a client/server
application. Cluster Systems Management uses the resource
types (for example, physical disks, IP addresses, and network
names) that exist in the clustering environment to perform
specific high-availability functions. For example, if a node
fails, another node in the cluster takes ownership of the physical
disk resources, providing client/server applications continuous
access to the storage device.

Network and network interfaces
In the clustering environment, networks and network interfaces
define an internal cluster communication between nodes and
how clients access nodes in a cluster.

Names
Each cluster, node, resource, or any other component of Cluster
Systems Management that is defined by the user contains some
basic limitations. Each component name (such as cluster name,
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or group name) must be no more than 255 characters long,
including spaces. If a component name includes a dash (—) or a
hyphen(-), use the underscore (_) to denote these symbols.
Failure to follow these naming conventions will cause the

cluster systems management to display an erroneous subset of
cluster information.

Starting Cluster Systems Management

To start Cluster Systems Management from the IBM Director main
window, you must do one of the following:

m  Drag-and-drop the Cluster Systems Management task icon onto a
cluster (IBM Availability Extensions for MSCS or MSCS cluster).

m  Drag-and-drop a cluster onto the Cluster Systems Management
task icon.

m  Right-click a cluster name in the IBM Director Console, and then
click Cluster Systems Management from the menu.

The Cluster Systems Management window opens.
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The Cluster Systems Management window includes the following
components:
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Title bar
Menu bar
Toolbar
Status bar

The ICSM window is divided into four panes and is populated with the

cluster data. The left pane displays the Cluster Systems Management

cluster tree structure (the cluster name at the highest level, followed by

the groups, resources, resource types, nodes, networks, and network
interfaces). The panes on the right display the Group, Resource, and

Network views.

Viewing the Menu Bar

The menu bar is a set of menu names that are located directly below the

title bar. The menu bar contains the following options.

File Menu

The File menu provides options that you can use to perform basic cluster
tasks. The options of in this menu can vary, depending on the selected

cluster entity.

Command Use this command to:

New Create a new cluster group or cluster resource.
Properties Change the properties of a cluster entity.
Rename Rename a cluster entity.

Bring Online

Bring a cluster group or cluster resource online.

Take Offline

Take a cluster group or cluster resource offline.

Initiate Failure

Initiate a resource failure.

Move Group Move a cluster group or cluster resource to another
location.
Change Group Change the group for the selected resources.

View Resource Types

Inspect the various cluster resources types.

44




Command

Use this command to:

Pause Node

Pause the operations of the server (node) in a cluster.

Resume Node

Resume the operations of the server (node) in a
cluster.

Start Cluster Service

Start the ICSM or MSCS service.

Stop Cluster Service

Stop the ICSM or MSCS service.

Delete Permanently remove a resource or group from a
cluster.
Exit Close the ICSM program.

Note: These options can also be accessed from a menu by right-
clicking an entity.

View Menu

You can use the View menu to change the appearance of items that are
displayed in the Cluster Systems Management main window.

This menu contains the following commands.

Command

Use this command to:

Toolbar

Show or hide the toolbar in the main window.

Large Icons

Display the cluster entity in the main window.

Small Icons

Display the cluster entities as small icons in the main
window.

List List the cluster entities in the main window.

Details List and display details (for example, owner and
description) about the cluster entities in the main
window.

Refresh Refresh the main window.
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Utility Menu

The Utility menu contains an option that you can use to manage and
administer the ICSM clusters.

This menu contains the following option.

Command Use this command to:
Cluster Expert Wizard Create file-share, IIS, and print spooler resource
groups. (IIS is for MSCS clusters only.)
Help Menu

The Help menu provides online information about Cluster Systems

Management.

Viewing the Toolbar

The Toolbar is a set of buttons that are located directly below the menu
bar. These buttons serve as shortcuts for many frequently used
commands. When you first view the Cluster Systems Management
window, some commands are disabled and are enabled only after you
access certain menu commands.

The toolbar contains the following options.

Icon Command Use this command to:
E Refresh Refresh the main window.
E View Large Icons Display the cluster entity.

= View Small Icons Display the cluster entities as small icon in

the main window.
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Icon Command Use this command to:

View List List the cluster entities in the main window.

List and display details (for example, state
View Details owner and description) about the cluster
entities in the main window.

I:? About Invoke online information about ICSM.

Viewing the Status Bar

The Status bar at the bottom of the window displays a message line that
provides information about a selected menu command.

Managing Clusters

A cluster name represents the top component in the Cluster Systems
Management tree structure and owns all of the entities, such as
resources, resource groups, nodes, networks, and network interfaces.
You can create, delete, or move cluster entities, as well as change the
properties of cluster entities.
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Renaming a Cluster
To change the name of a cluster, use the following procedure:

1. In the upper-left pane of the Cluster Systems Management
window, right-click the cluster name that you want to change.

2. Click Rename.
Type the new name.

4.  Press Enter.

Changing the Description of a Cluster
To change the description of a cluster, use the following procedure:

1. Inthe left pane of the Cluster Systems Management window, click
the name of the cluster whose properties you want to change.

2. Click File — Properties.
The Properties window opens for the selected cluster.

General |

g CMDR-CLUSTERZD

Mame: ICMDR-CLUSTER2D

Information Dewel opmentl

Description:

QUOFUrm FESOUrcE: I =1

oK Cancel I Apply I Help

3.  Type a description of the cluster in the Description field.
4.  Click Apply.
5. Click OK.
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Managing Nodes in a Cluster

A node in the MSCS environment represents a supported IBM server.
Nodes own resource groups, and a resource group can be owned by only
one node at time. When a node starts, the cluster service starts
automatically.

The following sections describe the various operations that you can
apply to a node in a cluster.

Starting a Node
To start a node, use the following procedure:

1. In the upper-left pane of the Cluster Systems Management
window, right-click the name of the node that you want to start.

2. Click Start Cluster Service.
Click Refresh.

Stopping a Node
To stop a node, use the following procedure:

1.  In the upper-left pane of the Cluster Systems Management
window, right-click the name of the node that you want to stop.

2. Click Stop Cluster Service.
3. Click Refresh.

Pausing a Node

To pause a node, use the following procedure:

1. In the upper-left pane of the Cluster Systems Management
window, right-click the name of the node that you want to pause.

2. Click Pause Node.
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Resuming a Node
To resume a node, use the following procedure:

1. In the upper-left pane of the Cluster Systems Management
window, right-click the name of the node that you want to resume.

2. Click Resume Node.
3.  Click Refresh.

Adding Node Descriptions

To add comments or a description of a node to its General properties
information, use the following procedure:

1. In the upper-left pane of the Cluster Systems Management
window, right-click the name of the node whose description you
want to change.

2. Click Properties.

Properties

General I

l@l SHCHZ2

Mame: I3NCH2

D escription: Information Development [ID3)

State: g

(n]4 I Cancel I Apply I Help I

3.  Type a description of the node in the Description field.
4.  Click Apply.
5. Click OK.
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Managing Resource Groups in a Cluster

A resource group is a collection of resources. You can change the state
of resources by changing the state of the resource group it is in.

You can manage groups in a cluster by:
Creating a new group

Deleting a group

Renaming a group

Bringing a group online

Taking a group offline

Changing group description properties
Changing group preferred owners
Setting group failover policy

Setting group failback policy

Moving a group to another node

Creating a New Group

After defining the resources that you want to group together, you can
create groups. To create a group in a cluster, do the following:

1.  Click File - New — Group.

The New Group window opens.
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4.

Hew Group

Type the name and the description of the group. Supported group
names must be less than 255 characters in length.

Click Next.

Preferred Owners

In the Preferred Owners window, use the following procedure:
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a. From the All Nodes in the Cluster menu, click the name of the
node that you want to be the preferred owner.

b. Click Add.

c. Repeat steps a and b for each node that you want to be
considered for use in the event of failure.

Note: Toremove anode from the Preferred Owner list, click the
name, and then click Remove.

5.  Click Finish.

Deleting a Group

You can delete a group that is online only if it does not contain
resources. To delete a cluster group, use the following procedure:

1. From the Cluster Systems Management window, click a group
name.

2. Click File — Delete.

Click Yes to confirm the deletion.

Renaming a Group

You can assign a different name to each group in a cluster. To rename a
group in a cluster, use the following procedure:

1.  In the upper-left pane of the Cluster Systems Management
window, right-click the name of the node that you want to change.

2. Click Rename.
Type the new name.

4.  Press Enter.

Bringing a Group Online
To bring a group online in a cluster, use the following procedure:

1. From the Cluster Systems Management window, right-click a
group name.

2. Click Bring Online.
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Taking a Group Offline
To take a group offline in a cluster, use the following procedure:

1.  From the Cluster Systems Management window, right-click a
group name.

2.  Click Take Offline.

Changing Group Description Properties

To change the description of a cluster group, use the following
procedure:

1. From the Cluster Systems Management window, select the group
name.

2. Click File — Properties.

The ID Group Properties window opens.

ID Group Properties

General | Failover| Failback]

@ ID Group

Mame: I Group

Information Dewvelopment
4] | »
“COMMODORE1 |

Modify |

Description:

Freferred Owners:

State: Offline
Mode COMMODORE
oK Cancel Apply Help I

3. In the Description field, type a description of the group.
4. Do one of the following:

m  Click the General tab, if you want to change the name,
description, or preferred owners of the group.
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m  Click the Failover tab, if you want to change the group
failover Threshold or Period information.

[ ] Click the Failback tab, if you want to prevent, allow, or
schedule an immediate or predefined time for failback.

Click Apply.
Click OK.

Changing Group Preferred Owners

To add, remove, or change group preferred owners, use the following
procedure:

1. Click a group.
2. Click File — Properties.
3. Click Modify.

The Modify Owners window opens.

Modify Owners

All Modes in the Cluster: Preferred Owhers:

Hame Mame
ERNETFIO81 E METFIQB0

e i

I I R I I )

814 ‘ Cancel | Properties ‘

4.  In the Modify Owners window, do the following:

a. From the All Nodes in the Cluster drop-down list, select the
name of the node that you want to be the preferred owner.
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b. Click the right arrow button to add the name to the Preferred
owners list and to specify the preferred owner in the event of
failure.

c. Repeat steps a and b for each node that you want to be
considered for use in the event of failure.

Click OK.
Click Apply.
7. Click OK.

Setting Group Failover Policy

The failover policy for Cluster Systems Management is to rotate to the
next node thatis listed in the Preferred Owners list. To set the failover
policy for a group in a cluster, use the following procedure:

1. Click a group name.
2.  Click File — Properties.
The Properties window opens.

General I Failover | Failback |

@ 1D Group

Marne:

Description: Information D evelopment

Preferred owners: 3MCHT b oddify |

State: Online

Mode: 3NCHZ

Ok I Cancel I Vo e Help I

3. Click the Failover tab.

The Failover page window opens.
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Properties [ <]

General Failover I Failback |
@ 1D Group
Threshold: I'I 1]
Beriod: I'3 hours
(n].4 I Cancel Spply I Help I

4. Do the following:

[ ] Set the Threshold field to the maximum number of times the
group is to failover.

[ ] Set the Period field to the maximum number of hours before
you take the group offline.

For example, if the group failover threshold is 10 and the
period is 6, the cluster software will be taken offline after the
tenth attempt that occurs within six hours.

Click Apply.
6. Click OK.

Setting Group Failback Policy

When a node comes back online, the group will failback to that node
only if it is the first node in the Preferred Owners list. To enable or
disable the group failback policy, use the following procedure:

1. Click the group name.
2. Click File — Properties.
3. In the Properties window, click the Failback tab.
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4. Do one of the following:
] To initiate the Failback, click Prevent Failback.

] To schedule a Failback, click Allow Failback and click
either Immediately or Failback Between

Note: The Failback Between beginning and ending values
must be from 0 through 23. If the beginning value is
greater than the ending value, the failback will occur
the following day.

Click Apply.
6. Click OK.

Moving a Group to Another Node

To move a group to a different node, use the following procedure:

1. In the upper-left pane of the Cluster Systems Management
window, right-click the name of the group that you want to move.

2. Click Move Group.
3. Click the name of the node to which the group is to be moved.

Note: You can also use the drag-and-drop method to accomplish this
task.

Managing Networks and Network Interfaces

You can manage a network by:

m  Changing the network and network interface description (MSCS
clusters only)

m  Enabling the network for use in a cluster

m  Disabling the network for use in a cluster
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Changing a Network and Network Interface

Description
To change the network description for MSCS clusters, use the following
procedure:
1. Click the network name.
2. Click File — Properties.
3. Type the new network name.
4.  Type the new description.
5. Click OK.
6. Click Apply.
7.  Click OK.
8.  Click Finish.

Enabling a Network for Use in a Cluster
To enable a network for use in a cluster, use the following procedure:
1. Click the name of the network that you want to enable.
2. Click File — Properties.

The Public Properties window opens.
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PUBLIC Properties Ed

General ]
=0

Mame: FUBLIC

Description:

FUBLIC

+ Enable for Cluster Lise
= UWse for all communications
" Use only for internal cluster communciations

= Use only for client access

State: Up
Subnet mask: 2552552480
oK Cancel Help I

Select the Enable for cluster use check box.

4.  Select one of the option buttons to specify how you want to use the
network in the cluster.

Click Apply.
6. Click OK.

Disabling a Network for Use in a Cluster
To enable a network for use in a cluster, use the following procedure:
1. Click the name of the network that you want to disable.
2.  Click File — Properties.

The Network window opens.
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network2 Properties [ <]

General |

==
== network2

Kame: network?

Description

[ Enable for Cluster Use

) Use far alll cormmnic e s

= Use anlyforinternal clusier cormmuncistions

1 Use anly e client access

State: Up

Subnet mask: 255.255.240.0

oK I Cancel Apply Help I

Clear the Enable for Cluster use check box.

4.  Select one of the option buttons to specify the way in which you
want to use the network in the cluster.

Click Apply.
6. Click OK.

Using the Cluster Expert Wizard

In the MSCS environment, you must define high-availability resource
groups. MSCS must have information about which resources make up
the resource groups and what their dependencies on each other are.

Every resource group must contain a virtual IP address for the clients to
use when communicating with resource groups. MSCS makes virtual IP
addresses and other resources highly available, to reduce the likelihood
of failure. For example, if a server fails, another node will take
ownership of the IP address and resources of that resource group.

For cluster groups to failover correctly, cluster resource groups must
have the correct resources and dependencies.

The Cluster Expert wizard is a tool that you can use to support file-
share and print-spooler resource groups. You can use it to create and
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define new resource groups in existing resource groups. This is
especially useful when you have a limited number of physical disks that
need to serve multiple purposes in your environment. For example, to
store data for multiple file shares, you can use a single physical disk.

During startup of the server, ICSM prompts you for a range of virtual IP
addresses. For the server, there is a sequential range of IP addresses.

Note: Do not specify an IP address range, that includes an address that
is currently assigned. For example, if the address 9.9.9.10 is the
address that is currently assigned, use a range of 9.9.9.11-
9.9.9.100.

The Cluster Expert wizard adds deleted IP addresses to the list of
available IP addresses.

File-share Resource Groups

File-share resource groups share the directory on one of the shared disks
in the configuration. This file-share resource group is highly available,
so that if one node fails, another node takes ownership of the failed node
resources.

You can create a new file-share resource group or change an existing
file-share resource group.

Creating a New File-share Resource Group

Before creating a new file-share resource, make certain that a physical
disk drive is available, and create a directory on the drive. To create a
new file-share resource group, use the following procedure:

1.  Click Utility — Cluster Expert Wizard — File Share.
The ICSM Expert Wizard window opens.
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ICSM Expert Wizard

File: Shar
Share Name:
@ Create a new group
' Change an existing group Path:
Hame Network Name:
Metwork Interface: Subnet Mask: IP Address: Disk Drive:
[chpub =l [=525500 [s7 =]

< Black I Finish I Cancel Help

2. Select Create a new group.
Type the group name in the Name field.

4.  Type the share name, path, and network name in the File Share
group box.

5.  Select the network interface from the Network Interface
drop-down list.

6.  Select the physical disk drive letter from the Disk Drive
drop-down list.

7. Click Finish.

The Cluster Systems Management window displays the new group
names.

Changing a File-share Resource Group
To change a file-share resource group, use the following procedure:
1. Click Utility — Cluster Expert Wizard — File Share.
The ICSM Expert Wizard window opens.
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ICSHM Expert Wizard

File Shar

Share Name: I
" Create a new gioup
% Change ah existing group Path I
Name Netwrork Mame: I
|0 Group ‘I
Metwork Interface: Subret Mask; IP Address: Disk Drive:
[chpub | [z55.255.00 [ =l

< Back I Finish I Cancel Help

2. Select Change an existing group option button.
Select the group name from the Name drop-down list.

4.  Select the physical disk drive letter from the Disk Drive drop-
down list.

5.  Click Finish.

Internet Information Server Resource Group

An Internet Information Server (IIS) resource group provides high-
availability for the World Wide Web server, FTP, and Gopher
components of the Microsoft Internet Information Server. IIS
functionality is available only to MSCS clusters.

Creating an IS Resource Group

To create an Internet Information Server resource group in an MSCS
cluster, use the following procedure:

1. Click Utility — Cluster Expert Wizard — IIS.
The ICSM Expert Wizard window opens.
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ICSM Expert Wizard

15 Virtual Root

Directory l':\—
% Create a new group
" Change an sxisting group Alias: I
Hame Metwork Name:
Ilnfo Dev
Metwark Interface: Subnet Mask: IP Address: Disk Drive:
[chpus | 55 25600 F =l

< BEok I Firish I Cancel Help

2. Select Create a new group.

For the IIS virtual root, type the Directory, Alias, and Network
Name.

4.  Select the network interface for the IIS, from the Network
Interface drop-down list.

5. Select the physical disk drive letter from the Disk Drive drop-
down list.

6.  Click Finish.

Changing an IIS Resource Group

To change an Internet Information Server resource group in an MSCS
cluster, use the following procedure:

1. Click Utility — Cluster Expert Wizard — IIS.
The ICSM Expert Wizard window opens.
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ICSHM Expert Wizard

1S irtual Root
Directon: I |
" Create a new gioup
% Change ah existing group Alias: I
Name Netwrork Mame: I
|0 Group ‘I
Metwork Interface: Subret Mask; IP Address: Disk Drive:
[chpub | [z55.255.00 [ =l

< Back I Finish I Cancel Help

2. Select Change an existing group.

Type the directory, alias, and network name for the IIS virtual root
in the IIS Virtual Root group box.

4.  Select the Network Interface for the IIS, from the drop-down list.

Select the physical disk drive letter from the Disk Drive drop-
down list.

6.  Click Finish.

Print-spooler Resource Groups

When a server functions as a print spooler, the server must specify where
the print spooler stores its data. In a single-server environment where the
server functions as the print spooler, the server must specify a spool
directory for data storage.

Creating a Print-spooler Resource Group
To create a print- spooler resource group, do the following:

1.  Click Utility — Cluster Expert Wizard — Print Spooler.
The ICSM Expert Wizard window opens.
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ICSM Expert Wizard

Print Spoaler
Spoal Faler:
@ Create a new group
© Change an existing group Job Completion Timeout:
Hame Network Name:
Ilnfu Dev
Metwork Interface: Subnet Mask: IP Address: Disk Drive:
[chpub =l [=525500 [s7 =]

< Black I Finish I Cancel Help

2. Select Create a new group option button.

Type the spool folder, job completion time-out, and network name
information for the print spooler in the Print Spooler group box.

4.  Select the Network Interface for the print spooler, from the drop-
down list.

Select the physical Disk Drive letter from the drop-down list.
6.  Click Finish.

Changing an Existing Print-Spooler Resource Group

To change an existing print-spooler resource group, use the following
procedure:

1.  Click Utility — Cluster Expert Wizard — Print Spooler.

The ICSM Expert Wizard window opens.
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2. Click the Change an existing group option button.

Type the spool folder, job completion time-out, and network name
for the print spooler.

4.  Select the Network Interface for the print spooler from the drop-
down list.

5. Select the physical Disk Drive from the drop-down list.
6. Click Finish.

Resetting IP Address Ranges

Network adapters require proper IP address ranges to be able to
initialize. To reset the virtual IP address range for the Cluster Expert
wizard, use the following procedure:

1.  Click Tools — Reset Expert Wizard IP Address Range.

The Dialog window opens.
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2. Type the preferred IP address range in the Starting Address and
the Ending Address fields.

3. Click OK.

Closing Cluster Systems Management

To close the Cluster Systems Management program, from the Cluster
Systems Management window click File — Exit.
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Advanced System Management

Use the Advanced System Management (ASM) service for IBM
Director to change the configuration, modem, network, and automatic
dial-out settings of your IBM Advanced System Management PCI
adapter or IBM Advanced System Management processor.

With the Advanced System Management service, you can configure
system-management events (such as POST, loader, and operating
system time-outs or critical temperature, voltage, and tampering events).
If any of these events occurs, the Advanced System Management service
can be configured to automatically forward an event in one of five ways:

m  To a standard numeric pager
m  To an alphanumeric pager

m  To an IBM Director system using a TCP/IP network connection
(available only when using Advanced System Management with
an Advanced System Management PCI adapter)

m  To asimple network management protocol (SNMP) based system
management system in SNMP format (available only when using
Advanced System Management with an Advanced System
Management PCI adapter)

m  To an IBM Director system with an attached modem

With this service, you can manage the Advanced System Management
hardware that is installed in your own system, or you can use Advanced
System Management to connect with the Advanced System
Management PCI adapter or processor that is installed in a remote
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server. You can connect with remote Advanced System Management
hardware in one of three ways:

m  If the remote system has an Advanced System Management PCI
adapter installed and the adapter is connected to a TCP/IP network,
you can open a TCP/IP link with the IBM Advanced System
Management PCI adapter from your IBM Director Console
system.

m  Ifyour Advanced System Management PCI adapter or processor is
connected to an Advanced System Management Interconnect
network, or if the remote Advanced System Management PCI
adapter or processor to which you have connected using a TCP/IP
connection is connected to an ASM Interconnect network, you can
use this connection to access and manage the Advanced System
Management PCI adapter or processor of any other system that is
connected to the ASM Interconnect network.

m  If serial connection is established to the Advanced System
Management PCI adapter or processor using modems or a null
cable from the IBM Director Console system.

In addition, with Advanced System Management, you can remotely
monitor, record, and replay all text that is generated during power-on
self-test (POST) on a remote system that includes an Advanced System
Management PCI adapter or processor. While monitoring a remote
system during POST, you can type commands from your keyboard that
will then be relayed to the remote system.

Using the Advanced System Management PCI
Adapter as a Network Gateway

In systems that contain both an Advanced System Management
processor and an Advanced System Management PCI adapter, the
adapter acts as an Ethernet or token-ring network gateway (or as a shared
modem resource). In this configuration, the Advanced System
Management processor generates all events, time-outs, and other
systems-management information. This data is relayed to the Advanced
System Management PCI adapter using the ASM Interconnect
connection between the processor and the adapter. The adapter then
forwards this information to other systems on the Ethernet or token-ring
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network (or uses its modem to forward this data using a serial
connection).

When configuring systems that have both the Advanced System
Management PCI adapter and the Advanced System Management
processor, all systems-management settings (such as remote event
settings and time-out settings) must be configured on the Advanced
System Management processor. However, before using TCP/IP to
communicate with your Advanced System Management PCI adapter,
you must first establish an ASM Interconnect connection with the
adapter and configure the network settings.

To establish another ASM Interconnect connection to another Advanced
System Management PCI adapter through a serial port, use the following
procedure:

1.  From the ASM Integrated Console, drag and drop the ASM icon
onto a system.
The Advanced System Management Console window opens.

2. Click Options —ChangeConnection—Serial.
In the Entry Name text box, type the name of the connection.

4.  Type the phone number of the remote Advanced System
Management processor or PCI adapter in the text box.

Click Dial Number to connect.

6.  Atthe prompt, type the User ID and Password in their respective
text boxes.

7.  Click Cancel to exit from the Establish Serial Connection window.

8.  Click Configure Entry to open the Configure Serial Connection
Entry window. From this window, configure the local dialing and
modem settings.

9.  Click Save Entry to save the serial connection.

10. Click Delete Entry to remove the highlighted entry in the list of
available connections.

The Number text box at the bottom of the window displays the phone
number to be dialed. The Serial text box at the bottom of the window
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displays the type of serial connection device that will be used to make
the connection.

Starting Advanced System Management

There are two ways to initiate the Advanced System Management
service: through the ASM integrated Console or through the ASM Web
Based Management task.

To start the Advanced System Management service from the ASM
integrated Console, drag the Advanced System Management icon from
the Tasks pane of the IBM Director Console and drop it on a system that
supports Advanced System Management in the Group Contents pane or
right-click a system that supports Advanced System Management in the
Group Contents pane and click Advanced System Management from
the menu. Then double-click any of the selections available in the
Advanced System Management window to access the function or the
configuration information that you need. To start the Advanced System
Management task in a disconnected mode, right-click Advanced
System Management and click Open. Use this method to establish a
direct serial or TCP/IP connection to a remote Advanced System
Management PCI adapter or processor.

Note: This starts Advanced System Management on this system and
will enable you to configure and manage the Advanced System
Management PCI adapter or Advanced System Management
processor that is installed in your own system only. To access,
configure, and manage an Advanced System Management PCI
adapter or processor in a remote system, you must first use
Advanced System Management to establish a connection with
the remote system.
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Double-click Operational Parameters to expand the Operational
Parameters tree, and then double-click a component to view the
current values or status of many system components that are
monitored by the Advanced System Management PCI adapter. For
more information, see “Operational Parameters” on page 82.

Double-click Configuration Information to expand the
Configuration Information tree, and then double-click a
component to view detailed information about the Advanced
System Management PCI adapter or processor, including random-
access memory (RAM) microcode, read-only memory (ROM)
microcode, and device-driver information. For more information,
see “Configuration Information” on page 82.

Double-click Configuration Settings to expand the Configuration
Settings tree, and then double-click a component to configure the
Advanced System Management PCI adapter or processor. These
features include General Settings (such as system identification
data, dial-in security settings, the time and date reported by the
system management processor clock, time-out and delay values),
Modem Settings, Network Settings (Advanced System
Management PCI adapter only), SNMP Settings (Advanced
System Management PCI adapter only), and Remote Event
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Settings. For more information, see “Configuration Settings” on
page 83.

m  Double-click Event Log to view the contents of the Advanced
System Management PCI adapter Event Log or processor.
Information about all remote access attempts and dial-out events
that have occurred is recorded in the Event Log. For more
information, see “Event Log” on page 112.

m  Double-click System Power Control to instruct the Advanced
System Management PCI adapter or processor to power-off the
system, restart the system, or power-on the system. For more
information, see “System Power Control” on page 114.

m  Double-click Remote POST Console to remotely monitor, record,
and replay all textual output that is generated during POST on a
remote system that has an Advanced System Management PCI
adapter. For more information, see “Remote POST Console” on
page 115.

m  To update the microcode on your Advanced System Management
PCI adapter or processor, click Options— Update Microcode
—System Management. For more information, see “Updating
PCI Adapter or Processor Microde” on page 116.

m  To update the system POST/BIOS microcode on a system that
includes an Advanced System Management PCI adapter or
processor, click Options —Update Microcode— System
POST/BIOS. For more information, see “Updating System
POST/BIOS Microcode” on page 117.

ASM Web Based Management

The Advanced System Management Web based task launches a web
browser against the Local Area Network (LAN) interface of the
Advanced Systems Management Service Processor. It queries the
service processor in-band through the IBM Director Agent for the IP
address of its active interface. If the query is successful, the web browser
is launched using this information. However, if the query is not
successful (for instance, the target system is powered off), information
from the management server is used. You are presented with this

76



information for confirmation, or You are allowed to supply new
information.

To start the Advanced System Management service using the ASM Web
Based Management task, use the following procedure:

1. Dragthe ASM Web Based Management icon from the Tasks pane
of the IBM Director and drop it on a system that supports
Advanced System Management in the Group Contents pane.

The ASM Web Based Management window opens.

2. Enter the IP Address and Hostname, click OK.

3.  The browser is launched.

Remote Management

If you want to use the TCP/IP, serial or ASM Interconnect network
connection from your system access and manage the Advanced System
Management adapter or processor on a remote system, you can use
Advanced System Management to:

[ ] Establish a TCP/IP, serial, or ASM Interconnect link with the
Advanced System Management PCI adapter that is installed in the
remote server

m  Establish an ASM Interconnect link with the Advanced System
Management processor that is installed in the remote server

You can also establish a TCP/IP connection with a remote Advanced
System Management PCI adapter and then “pass through” that
Advanced System Management PCI adapter and remotely access and
manage any Advanced System Management adapter or processor that is
connected to the remote IBM Advanced System Management PCI
adapter using an ASM Interconnect network.

Notes:

. TCP/IP linking over a network connection is available only
when you are using Advanced System Management to directly
access an Advanced System Management PCI adapter that is
connected to your network.

. ASM Interconnect connections are available only in the
following situations:
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®  You are using Advanced System Management to directly
access the Advanced System Management PCI adapter
that is installed in your own system (Netfinity 7000 M10
only).

m  Youareusing Advanced System Management to access an
Advanced System Management adapter or processor that
is connected to the same ASM Interconnect network that
your Advanced System Management adapter or processor
is connected to.

m  You have first established a TCP/IP link with a remote
Advanced System Management PCI adapter that is
connected to other Advanced System Management
adapters or processors on an ASM Interconnect network.

Configuring and Establishing a TCP/IP Connection

To configure and establish a TCP/IP connection with the Advanced
System Management PCI adapter in a remote server, use the following
procedure:

1.

From the ASM Integrated Console, drag and drop the Advanced
System Management icon onto the selected system.
The Advanced System Management window opens.

Click the TCP/IP Connection icon or click Options— Change
Connection—TCP/IP.

The Establish TCP/IP Connection window opens.
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3. Select a TCP/IP connection entry from the Entry Name selection
list, or create a new entry and then select the new entry. To create
anew entry:

a. In the Entry Name text box, type a name for the entry.

b. Inthe Host Name or IP Address text box, type the TCP/IP
address or host name that is used by the remote Advanced
System Management PCI adapter.

c. Inthe User ID and Password text boxes, type a user ID and
password combination that will enable you to access the
remote Advanced System Management PCI adapter or
processor.

This must match a user ID and password combination that has
been configured, using the Advanced System Management
service, to allow access to the Advanced System Management
adapter or processor.

d. Click Save to add this entry to the Entry Name selection list.

4.  Click Login to establish the TCP/IP connection with the remote
Advanced System Management PCI adapter. When the connection
is established, use the Advanced System Management service to
manage the remote Advanced System Management PCI adapter.
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Establishing an ASM Interconnect Connection

Unlike the TCP/IP connection, ASM Interconnect connections require
no additional configuration before you attempt to connect with other
Advanced System Management adapters or processors on the ASM
Interconnect network. To establish an ASM Interconnect connection,
use the following procedure:

1. From the ASM Integrated Console, drag and drop the Advanced
System Management icon onto the selected system.
The Advanced System Management window opens.

2. Double-click the ASM Interconnect Connection icon in the
Advanced System Management menu or click Options—
Change Connection —Interconnect.

The Establish Interconnect window opens.
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Select a system from the Establish Interconnect the list.

4. Inthe User ID and Password text boxes, type a user ID or password
for logging on to the remote Advanced System Management
adapter or processor.

Type a user ID and password that will allow access to the remote
Advanced System Management adapter or processor. This must
match a user ID and password combination that has been
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configured, using the Advanced System Management service, to
allow access to the Advanced System Management adapter or
processor.

5.  Click Login to establish an ASM Interconnect connection with the
selected system. After the connection is established, use the
Advanced System Management service to manage the Advanced
System Management PCI adapter or processor in the remote
system.

Selecting an Event Source

Use the selections that are available from the Select Event Sources menu
(in the Options menu) to select the sources of Advanced System
Management events that will be received and managed by the Advanced
System Management service. These are the three available options, one
for each method by which the Advanced System Management PCI
adapter or processor can report events:

m  Driver (via driver)

This enables IBM Director to receive Advanced System
Management events that are generated by the Advanced System
Management device drivers. The IBM SP Driver (via Agent)
option is always enabled.

m  TCP/IP (via server)

Click TCP/IP (via server) to enable IBM Director to receive
Advanced System Management events that are generated by the
Advanced System Management PCI adapter and are forwarded
using the adapter network connection.

Note: This selection is available only on systems that use an
Advanced System Management PCI adapter.

m  Serial (via Server)
This option enables you to select a configured serial line to use for
receiving serial (dial-up) events using a modem.

If you do not enable an event source, events that are generated by this
source will not be received and handled as IBM Director events.
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Operational Parameters

Click the + beside Operational Parameters or double-click Operational
Parameters to expand the Operational Parameters tree and view the
Operational Parameters components. Use the Operational Parameters
components to view the current status of system components, including:

Temperatures

Includes current temperatures and threshold levels for system
components such as far-end adapter, center adapter,
microprocessors, system board, and hard disk drive backplane.

Notes:

. Monitored system components vary by Advanced System
Management adapter or processor.

. VRM voltages are monitored but not displayed.
Voltages
Includes +5.9, +3.3, +12.0, and -12.0 volt power- supply voltages.
System Status

Includes system state, including operating system started,
operating system running, POST started, POST stopped (error
detected), and system turned off/state unknown, system power
status (on or off), and power- on hours (the total number of hours
that the system has been turned on, a cumulative count of all
running hours, not a count of hours since the last system restart).

Configuration Information

Click the + beside Configuration Information or double-click
Configuration Information to expand the Configuration Information
tree and view the Configuration Information components. To view
Configuration Information, double-click a Configuration Information
component. Configuration Information is available for four Advanced
System Management subsystems:

System Management Processor Information

Provides information about the Advanced System Management
PCI adapter or processor, including Advanced System
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Management processor microcode build ID, revision number, file
name, and date; device driver version number; and Advanced
System Management processor hardware revision number.

System Vital Product Data

Provides information about the system that contains the Advanced
System Management PCI adapter or processor, including build ID,
unique number, system board identifier, machine type and model
power-controller microcode revision level, and front-panel
microcode revision level.

System Card Vital Product Data

Provides information, such as field replaceable unit (FRU)
number, unique number, manufacturing ID, and slot number, about
a variety of individual components that are installed in the remote
system, including processor card, central processing units (CPU),
memory cards, power supplies, power backplane, front panel, I/O
backplane, I/O card, DASD backplane, and system management
subsystem.

Memory DIMM Information

Provides information on dual in-line memory modules that are
installed in the system, such as memory type, size, and speed
(frequency).

Configuration Settings

Click the + beside Configuration Settings or double-click
Configuration Settings to expand the Configuration Settings tree and
view the Configuration Settings components. Use the Configuration
Settings components to configure:

General settings
Remote event settings
Modem settings
Network settings
SNMP settings
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Double-click one of the Configuration Settings components to view or
change the configuration of the selected component. For more
information, see the Configuration Settings component-specific sections
that follow.

General Settings

Double click the + beside Configuration Settings or double-click
Configuration Settings to expand the Configuration Settings tree and
view the Configuration Settings components. Double-click General
Settings to open the Configuration Settings window. The Configuration
Settings window contains the following groups or fields:

System Identification

Dial-in settings

System Management Processor Clock
POST timeout

Loader timeout

O/S timeout

Power off delay
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The System Identification Group

The System Identification group box contains two fields to help you
identify the system that contains the Advanced System Management
PCI adapter or processor.

Field Description

Name Use this field to provide a name for the system, the name of the
system user, or the name of a contact. This information is
included with forwarded events and with messages that are sent
to alphanumeric pagers to help you identify the system that
generated the event

Number Use this field to identify the system with a specific serial or
identification number, to record the phone number that is used to
dial into the system, or to provide the phone number of a contact.
This information is included with forwarded events and with
messages that are sent to numeric pagers to help you identify the
system that generated the event.

To change the System Identification information, use the following
procedure:

1.  Inthe Name or Number text box, type the system information that
you want to record.

2. Click Apply to save this information.

The Dial-in Settings Group

Use the fields in the Dial-In settings group box to enable or disable dial-
in support and to enable users to dial in and access the Advanced System
Management PCI Adapter. The Dial-In setting group box contains the
following items.

Item Description

User Profile to Configure Use the buttons to select the user profile
that you want to configure. This service
supports up to 12 separate profiles.
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Item

Description

Login ID

In this field, type the login ID that will
be used by the remote user. Up to 12
login IDs can be configured. (This field
is case sensitive.)

Note:  To remotely access the
Advanced System
Management PCI adapter
specify a login ID.

Set Password

A password must be provided along
with the login ID to allow a remote user
to access the Advanced System
Management PCI adapter or processor.
After providing a login ID, click Set
Password to open the Set password
window. (The fields in the Set
Password window are case sensitive.)

Note:  This password must be 5 to 8
characters in length and must
contain a non-alphabetic
character.

Last Login

This shows the date and time of the last
successful login by a remote user.

Read only access

If the Read Only Access check box is
selected, the user whose profile is
selected will not be able to alter any of
the Advanced System Management
PCI adapter or processor settings when
access is granted. The user will,
however, be able to see all currently
configured settings and values except
passwords.
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Item Description

Dial Back Enable If the Dial Back Enabled check box is
selected, the Advanced System
Management PCI adapter will
automatically terminate the connection
as soon as the user whose profile is
selected logs in, and will then use the
telephone number in the Number text
box to dial out and attempt to connect
with a remote system.

To create a new login ID for a remote user, use the following procedure:

1.  Inthe Login ID text box, type the ID that the remote user will use.
This ID can be up to eight characters.

2. Click Set Password to open the Set Password window.
Remote users must provide a password along with a login ID to
access the Advanced System Management PCI adapter.

3. From the Set Password window:
a. In the Enter Password text box, type a password.

Note: This password must be 5 to 8 characters in length and
must contain at least one non-alphabetic character.

b. Inthe Re-enter Password text box, type the same password that
you typed in the Enter Password text box.

c. Click OK to save this password and close the Set Password
window.

4.  Click Apply to save the new user ID.
To delete the currently selected login ID, use the following procedure:

1. Use the buttons beside the User ID to Configure text box to select
a previously configured user profile.

2. Click the Login ID text box.

3.  Using the Backspace or Delete key, delete the currently displayed
login ID.

4.  Click Apply to remove the user ID.
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The System Management Processor Clock Group

Use the selections that are available in the System Management
Processor Clock group box to set the time and date that is reported by
your Advanced System Management PCI adapter or processor.

Note: The Advanced System Management processor clock is separate
from and independent of the system clock. Changes that are
made to this setting will have no effect on the system clock.

To change the time or date, use the following procedure:

1. Verify that the Set Clock check box is selected. You must select
this check box to enable the Advanced System Management
service to change the currently stored time and date values.

2. Use the drop-down list beside each field to set the time or date.

m  The Time text boxes represent, when viewed from left to
right, hours, minutes, and seconds.

[ ] The Date text boxes represent, when viewed from left to
right, month, date, and year.

3. Click Apply to save the new time and date.

POST Timeout

The POST Timeout text box shows the number of seconds that the
Advanced System Management PCI adapter or processor will wait for
the system power-on self-test (POST) to complete before generating a
POST timeout event. If POST takes longer than the configured amount
of time to complete and the POST Timeout check box (in the Enabled
Events group box of the Remote Event Settings window) is selected, the
IBM Advanced System Management PCI adapter or processor will
automatically restart the system one time and will attempt to forward an
event to all enabled remote event entries. After the system restarts,
POST Timeout is automatically disabled until the system is properly
shut down and restarted.

Note: If a POST timeout occurs and you have not selected this check
box, the system will restart, but no event will be forwarded.

To set the POST timeout value, use the drop-down list beside the POST
Timeout text box to set the number of seconds that the IBM Advanced




System Management PCI adapter or processor will wait for POST to
complete. Then, click Apply to save this value. The maximum POST
timeout value that you can set is 7650 seconds. Set this value to O to
disable POST timeout detection.

Loader Timeout

The Loader timeout field displays the number of seconds that the
Advanced System Management PCI adapter or processor will wait for
the system loading process to complete before generating a Loader
timeout event. The Loader timeout measures the amount of time that
passes between the completion of POST and the end of operating system
startup. If this takes longer than the configured amount box the Loader
timeout check box (in the Enabled Events group box of the Remote
Event Settings window) is selected, the Advanced Systems Management
PCI adapter will automatically restart the system one time and will
attempt to forward an event to all enabled remote event entries. After the
system restarts, Loader timeout is automatically disabled until the
system is properly shut down and restarted.

Note: The system will restart, but no event will be forwarded, if you
do not select the Loader timeout check box and the system
detects a Loader timeout.

To set the Loader timeout value, use the Loader timeout drop-down list
to set the number of seconds that the Advanced Systems Management
PCI adapter or processor will wait between POST completion and
operating system startup before generating a timeout event. Then, click
Apply to save this value. The maximum Loader timeout value that can
be set is 7650 seconds. Set this value to O to disable Loader time-out
detection.

O/S Timeout

A periodic signal is sent from the Advanced System Management PCI
adapter or processor to the operating system to confirm that the
operating system is running properly. The operating system Timeout
event occurs when the operating system does not respond to the signal
within 6 seconds. The O/S Timeout text box shows the number of
seconds that the Advanced System Management PCI adapter or
processor will wait between operating system time-out checks. If the
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operating system fails to respond within 6 seconds, the Advanced
System Management PCI adapter or processor will attempt to restart the
system, and if the O/S Timeout check box (in the Enabled Events group
box of the Remote Event Settings window) is selected, the IBM
Advanced System Management PCI adapter will automatically restart
the system one time and will attempt to forward an event to all enabled
remote event entries.

Note: If you do not select the timeout check box and the system detects
an O/S timeout, the system will restart, but no event will be
forwarded.

To set the timeout value, use the O/S time-out drop-down list to set the
number of seconds that the Advanced System Management PCI adapter
will wait between checks. Then, click Apply to save this value. The
maximum O/S timeout value that can be set is 255 seconds. Set this
value to 0 to disable O/S timeout detection.

Power Off Delay

The “Power Off Delay” text box displays the number of seconds that the
IBM Advanced System Management PCI adapter or processor will wait
for the operating-system shutdown process to complete before turning
off the system.

When the Advanced System Management PCI adapter or processor
initiates a shutdown procedure and the Power Off check box (in the
Enabled Events group box of the Remote Event Settings window) is
selected, the Advanced System Management PCI adapter will
automatically attempt to forward an event to all enabled remote event
entries. This occurs after the system is turned off and the Power Off
Delay time has passed.

To set the power-off delay value, use the Power off delay drop-down list
to set the number of seconds that the Advanced System Management
PCT adapter or processor will wait for the operating system shutdown to
complete before turning off the system. Then, click Apply to save this
value. The maximum power- off delay value that can be set is 9999
seconds. Set this value to O to disable the power-off delay.
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Other Configuration Settings Functions

The Configurations Settings window also includes these three buttons:

Button Description
Refresh Click Refresh to update all data that is shown on the
Configuration Settings window, including date, time, and last
login.
Reset Click Reset to set all Advanced System Management settings

back to their default values, including configuration settings,
dial-out settings, and advanced dial-out settings.

Note:  All previously configured Advanced System
Management settings will be permanently lost.

Cancel Click Cancel to close this window without saving any changes.

Remote Event Settings

From the Advanced System Management console, click the + beside
Configuration Settings or double-click Configuration Settings to
expand the Configuration Settings tree and view the Configuration
Settings components. Double-click Remote Event Settings to open the
Remote Event Settings window. Use the Remote Event Settings window
to configure the Advanced System Management adapter or processor
event forwarding functions. If you configure a remote event entry, the
Advanced System Management adapter or processor will attempt to
forward an event to a remote IBM system through a network connection,
a numeric pager, an alphanumeric pager, or an SNMP community when
any of the events that are selected from the Enabled Events group box
occur. This event will contain information about the nature of the event
that occurred, the time and date at which the event occurred, and the
name of the system that generated the event.
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Before Advanced System Management can forward events to SNMP
communities, you must configure the Advanced System Management
SNMP settings. To configure SNMP settings, double-click the SNMP
Settings component of the Configuration Settings tree. The SNMP
Settings window opens.

You can configure the Advanced System Management PCI adapter or
processor to forward events to multiple pagers or IBM Director systems
in response to individual critical and non-critical dial-out events.
Therefore, the Event Status text will read SENDING as soon as the first
event forwarding operation begins, change to NONE when the event
forwarding operation is completed, change to SENDING again when the
second event forwarding operation begins, change to NONE when the
second event forwarding operation is completed, and so on. If you click
Stop Sending, the Advanced System Management PCI adapter or
processor abandons the currently active event-forwarding operation and
moves to the next one.

You can configure your Advanced System Management PCI adapter
with 12 or fewer separate remote event entries.
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Remote Event Entry Information Group
To edit or create a remote event entry, use the following procedure:

1.  In the Name text box, type the name of the person or system to
which the event will be forwarded. The information in the Name
text box is strictly for your use in identifying the remote event
entry. If you are editing a previously configured remote event
entry, select the entry that you want to edit from the Name drop-
down list.

2. In the Number text box, type a telephone number (if you are
forwarding the event to a pager) or an IP address (if you are
forwarding the event to a system using the network adapter; this
feature is supported only with an Advanced System Management
PCI adapter) that will be used to forward an event.

Note: Depending on your paging service, you might need to
increase the amount of time that this event action waits
after dialing the telephone number before it transmits the
numeric data. To increase the amount of time that will pass
before the numeric data is transmitted, add one or more
commas (,) to the end of the telephone number. Each
comma will cause the modem to wait two seconds before
transmitting the numeric data.

3. Inthe PIN text box, type the personal identification number that is
required by your alphanumeric pager provider. This field will be
active only if you select Alpha-numeric in the Type drop-down
list.

4.  From the Type drop-down list, select the type of connection the
Advanced System Management PCI adapter or processor will
attempt to make to forward the event notification. You can select
Numeric (for standard pagers), Alpha-numeric (for alphanumeric
pagers), or IP (for using a TCP/IP link to connect to a remote
system; this is available only on systems with an Advanced System
Management PCI adapter).

5.  Select the Entry Enabled check box to activate this remote event
entry. If the Entry Enabled check box is not selected, no events
will be forwarded to this entry.
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6.  Select dial-out events from the Enabled Events group box. If any
of the selected events occur, the Advanced System Management
PCI adapter or processor will use the telephone number or IP
address that is specified in the Number text box to forward an event
describing the event using the method selected in the Type list.

7.  Click Apply/Add to save these settings.

To remove a previously configured remote event entry, select the name
of the entry from the Name drop-down list and then click Delete.

Remote Event Strategy Group

Use the selections in the Remove Event Strategy group box to specify
the number of times that Advanced System Management will attempt to
forward an event if an attempt fails, the amount of time that Advanced
System Management will allow between event generation attempts, and
the amount of time that Advanced System Management will wait
between successive event-forwarding operations. The Remote Event
Strategy group box contains the following items.

ltem Description

Retry limit Use the drop-down list to select the number of
additional times that Advanced System Management
will attempt to forward an event. The dial-out retry
limit applies only to attempts to forward the event
information to an alphanumeric pager. If you are
forwarding the event information to a numeric pager,
only one attempt will be made to forward this
information. The maximum value for this text box is 8.

Entry spacing If you have configured more than one remote event
entry to forward events, the Advanced System
Management PCI adapter will attempt to contact each
of these entries sequentially. Use the drop-down list to
specify the number of seconds for the Advanced
System Management PCI adapter or processor to wait
between dial-out attempts for separate remote event
entries. The minimum value for this field is 15 seconds,
and the maximum value is 120 seconds.
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Item Description

Retry delay Use the drop-down list to specify the number of
seconds that Advanced System Management will wait
before retrying a dial-out attempt. The minimum value
for this field is 30 seconds, and the maximum value is
240 seconds.

Enabled Events Group

Use the selections box in the Enabled Events group box to specify which
events will result in all currently configured entries being contacted by
the Advanced System Management PCI adapter or processor. Any
selected items will, if detected, result in an event describing the event
being forwarded, using the method that is selected in the Type text box,
to the recipient specified by the Name text box in the Remote Event
Entry window.

Advanced System Management events that are forwarded to a pager will
include information about the event that triggered the event. If the event
is forwarded to a numeric (or standard) pager, the pager will include a
code number that corresponds to the triggering event. If the event is
forwarded to an alphanumeric pager, the page will include both a code
number and a text string that describe the triggering event. For more
information on the numeric codes and text strings that are transmitted to
pagers, see the tables on pages 96 through 100.

All numeric codes and text strings are included in forwarded Manager
events, regardless of whether they are forwarded using a serial or
TCP/IP link. All information is also included in forwarded SNMP
events.
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The Enabled Events group box is divided into the Critical, Non-critical,
and System groups.
The Critical Enabled Events group box contains the following items.

Item

Description (if
checked)

Numeric
Code

Text String

Temperature

The Advanced System
Management PCI adapter
or processor will forward
an event and then
automatically initiate a
system shutdown if any
monitored temperatures
exceed their threshold
values.

00

System Shutdown
Due to
Temperature

Voltage

The Advanced System
Management PCI adapter
or processor will forward
an event if the voltages of
any monitored power
sources fall outside their
specified operational
ranges.

01

System Shutdown
Due to Voltage

Tamper

The Advanced System
Management PCI adapter
or processor will forward
an event if the voltages of
any monitored power
sources fall outside their
specified operational
ranges.

02

System Tamper
Event

Voltage regulator module
failure

The Advanced System
Management PCI adapter
or processor will forward
an event and then
automatically initiate a
system shutdown if the
voltage regulator module
(VRM) fails.

06

VRM Failure
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Item

Description (if
checked)

Numeric
Code

Text String

Multiple fan failure

The Advanced System
Management PCI adapter
or processor will forward
an event if two (or more)
of the cooling fans fail
and will automatically
initiate a system
shutdown.

03

Multiple System
Fan Failures

Power failure

The Advanced System
Management PCI adapter
or processor will forward
an event if the power
supply fails.

04

Power Supply
Failure

Hard disk drive

The Advanced System
Management PCI adapter
or processor will forward
an event if one or more of
the hard disk drives in the
system fail.

05

DASD Fault

The Non-critical Enabled Events group box contains the following

items.
ltem Description Numeric Text Strin
P Code 9
Temperature The Advanced System 12 Non-Critical
Management PCI adapter Temperature
or processor will forward Threshold
an event if any monitored Exceeded

temperature exceeds its
threshold value.
However, unlike the
Critical Temperature
event, this event will not
initiate a system
shutdown automatically.
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Item

Description

Numeric
Code

Text String

Voltage

The Advanced System
Management PCI adapter
or processor will forward
an event if any monitored
voltage exceeds its
threshold value.

13

Voltage

Single fan failure

The Advanced System
Management PCI adapter
or processor will forward
an event if one of the
systems cooling fans
fails.

11

Single Fan
Failure

Redundant Power

The Advanced System
Management PCI adapter
or processor will forward
an event if the redundant
power system fails.

10

Power Redundancy
has been
compromised,
please check the
system management
processor error
log for more
information.

The System Enabled Events group contains the following items.

Description (if Numeric .
ltem checked) Code Text String
Boot Failure The Advanced System 25 Requires POST
Management PCI adapter interaction. POST

or processor will forward
an event if the system
fails to start.

detected error
which prevents
the system from
booting.
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or processor will forward
an event if it receives an
event.

Description (if Numeric n
ltem checked) Code Text String

POST time-out The Advanced System 20 POST/BIOS
Management PCI adapter Watchdog expired.
or processor will forward System restarted.
an event if the timeout
value (specified in the
Configuration Settings
window) is exceeded.

O/S time-out The Advanced System 21 Operating system
Management PCI adapter watchdog expired.
or processor will forward System restarted.
an event if the O/S
System timeout value
(specified in the
Configuration Settings
window) is exceeded.

Loader time-out Advanced System 26 Loader watchdog
Management PCI adapter expired. System
or processor timeout restarted.
value (specified in the
Configuration Settings
window) is exceeded.

Power off The Advanced System 23 System complex
Management PCI adapter powered off.
or processor will turn
OFF an event if the
system is powered off.

Power on The Advanced System 24 System complex
Management PCI adapter powered on.
or processor will forward
an event if the system is
turned on.

Application The Advanced System 22 Application
Management PCI adapter logged event.

UM Server Extensions: User’s Guide

99




Description (if Numeric

tem checked) Code

Text String

PFA

Advanced System 27 PFA
Management PCI adapter
will forward an event if it
receives a Predictive
Failure Analysis event
from the system.

Modem Settings

From the Advanced System Management console, click the + beside
Configuration Settings or double-click Configuration Settings to
expand the Configuration Settings tree and view the Configuration
Settings components. Double-click Modem Settings to open the
Modem Settings window. Use the Modem Settings window to specify
modem and dialing settings. The Modem Settings window contains the
following groups or fields:

m  Port Configuration

m  Dialing Settings

Modem Settings - Dept. Server Ei

— Part Configuration

Port to configure : I—_EE Baud rate: [ 37600 g

[ritialization gtring : I.fi‘-.TZ

Hangup zting : I.E‘-.THEI

[~ Part selected ﬂxdgancedl
— Dialing Settingz

[ Dialin enabled

Dialin delay ES

gppl_l,ll Eefreshl Eancell Help |
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The Port Configuration Group Box

Use the Port Configuration group box to specify and configure the
modem or port that will be used to forward an event when an Advanced
System Management event occurs. The Port Configuration group box
contains the following items.

Item Description

Port to configure Use the drop-down list to select the port that your
modem is configured to use. This drop-down list will
show only values that are available for use by your
Advanced System Management PCI adapter or
processor. The port that you select to use affects the
availability of the modem for use by either the
Advanced System Management PCI adapter or
processor or the operating system. The ports that are
available to the system or to the Advanced System
Management service vary depending on your
hardware configuration.

Baud Rate Use the drop-down list to specify the baud rate for
the serial port.

Initialization string Type the initialization string that will be used for the
specified modem. A default string (ATEO) is
provided. Do not change this string unless your
dial-out functions are not working properly.

Hangup string Type the initialization string that will be used to
instruct the modem to disconnect. A default string
(ATHO) is provided. Do not change this string unless
your dial-out functions are not working properly.

Port selected This check box indicates whether the port number
that is currently displayed in the Port to Configure
list is the port that is currently designated for use by
the Advanced System Management PCI adapter or
processor. Select this check box if you want to
configure the Advanced System Management PCI
adapter or processor to use the currently displayed
port number.

Advanced Click this button to open the Advanced Port
Configuration window.
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The Advanced Port Configuration window contains the following

items.

Item

Description

Return to factory
settings string

Type the initialization string that returns the modem to its
factory settings when the modem is initialized. The default
is AT&FO.

Escape guard time

In this field, type the length of time TIME 3 before and
after the escape string is issued to the modem. This value
is measured in 10- millisecond intervals. The default value
is 1 second.

Escape string

Type the initialization string that returns the modem to
command mode when it is currently communicating with
another modem (connected). The default is +++.

Dial prefix string

Type the initialization string that STRING 3 is used before
the number to be dialed. The default is ATDT.

Dial postfix string

Type the initialization string that STRING 3 is used after
the number is dialed to tell the modem to stop dialing. The
default is the Carriage Return character or M.

Autoanswer string

Type the initialization string that STRING 3 is used to tell
modem to answer the phone when it rings. The default is
to answer after two rings or ATS0=2.

Autoanswer stop

Type the initialization string that STOP 3 is used to tell the
modem to stop answering the phone automatically when it
rings. The default is ATS0=0.

Caller ID string

Type the initialization string that will be used to get Caller
ID information from the modem.

Query string

Type the initialization string that is used to find out if the
modem is attached. The default is AT.
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The port that you select to use affects the availability of the modem for
use by either the Advanced System Management PCI adapter or
processor or the operating system. The ports that are available to the
system or to the Advanced System Management service vary depending
on your hardware configuration.

m  If the system has an Advanced System Management processor
only, use this table to determine what ports are available.

Physical Ports

(as labeled) A B <

Ports available to Port 1 shared N/A Port 2 dedicated
Advanced System
Management

Ports available to COM 1 shared COM 2 N/A
operating system

m  If the system has an Advanced System Management PCI adapter
only, use this table to determine what ports are available.
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Physical Ports

(as labeled) A B MODEM COM_AUX
Ports available to N/A N/A Port 1 Port 2
Advanced System shared dedicated
Management
Ports available to COM 1 COM2 | COM3 N/A
operating system shared

m  If the system has an Advanced System Management PCI adapter
and an Advanced System Management processor, use this table to

determine what ports are available.

Physical
Ports MODEM | COM_AUX
(as labeled)
Ports available | Port 1 N/S Port 2 N/A N/A
to Advanced shared dedicated
System
Management
Ports available | COM1 | COM 2 N/A N/A N/A
to operating Shared
system
Notes:
. The operating system recognizes shared ports when the system

is running. The Advanced System Management PCI adapter or
processor recognizes shared ports when the system starts up or
turns off. The system recognizes the shared port, but the shared
port is not recognized by the Advanced System Management

PCI adapter or processor, when the system is started with DOS.

. In a system with the Advanced System Management PCI
adapter only, the device driver must be running for the operating
system to recognize COM3.
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Dialing Settings

Use the Dialing Settings group box to specify settings that are related to
the modem and to configure the modem that is used to forward an event
when an Advanced System Management event occurs. The Dialing
Settings group box contains the following items.

Item Description

Dial-in enabled Select this check box to enable remote users to dial into
and access the Advanced System Management PCI
adapter. If this check box is cleared, remote users will be
unable to remotely access the Advanced System
Management PCI adapter. Click Apply after selecting or
clearing this check box to save the new setting.
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Item

Description

Own port on startup

Select this check box to reserve a serial port for exclusive
use by the IBM Advanced System Management PCI
adapter or processor. Selecting this check box will
reserve one of the integrated communications ports in the
adapter. Click Apply after selecting or clearing this
check box to save the new setting.

Notes:

Select this check box if you are configuring
your system for dial-in access. If this check
box is not selected, you will be unable to dial
into this system unless the adapter has
reclaimed the port for a dial-out. If you want to
configure the Advanced System Management
PCI adapter or processor to always be dial-in
enabled, regardless of whether the system is
on, you must select this check box. When this
check box is selected, you cannot configure
the specified port for use by your system.

Port C is dedicated for use by the Advanced
System Management PCI adapter only. The
operating system uses Port A. Port A is
available to the Advanced System
Management PCI adapter only when one of the
following conditions exists:

[ ] The server is off.

| The Advanced System Management

PCI adapter needs a port to perform a
critical enabled event (in this case, the
IBM Advanced System Management
PCI adapter seizes control of the port
from the operating system, dials out,
and then turns off the server to avoid
damage to your hardware).
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Item Description

Dial-in delay The Dial-In Delay Minutes text box shows the number of
minutes that must pass after an incorrect user ID or
password has been used in six successive dial-in attempts
before valid dial-in access will be permitted. After the
sixth successive login failure, dial-in access is disabled
for the number of minutes that you specify, the Advanced
System Management PCI adapter or processor adds an
entry in the Event Log noting that dial-in access was
suspended because of six successive login failures, and
the Advanced System Management PCI adapter or
processor attempts to forward an event if the Tamper
Enabled Events check box has been selected. The
minimum value for this field is 4 minutes, and the
maximum value is 240 minutes.

Initialization String Guidelines

If you need to provide a new initialization string, refer to the user’s guide
that comes with your modem. Your initialization string must contain
commands that configure your modem as follows:

Command echoing OFF

Online character echoing OFF

Result codes ENABLED

Verbal result codes ENABLED

All codes and connect messages with BUSY and DT detection
Protocol identifiers added - LAPM/MNP/NONE V42bis/MNP5
Normal CD operations

DTR ON-OFF hang-up, disable AA and return to command mode
CTS hardware flow control

RTS control of receive data to computer

Queued and nondestructive break, no escape state

The abbreviations in these commands have the following meanings:
AA Auto Answer
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CD Carrier Detect

CTS Clear to Send

DT Data Transfer

DTR Data Terminal Ready
RTS Ready to Send

Network Settings

From the Advanced System Management console, click the + beside
Configuration Settings or double-click Configuration Settings to
expand the Configuration Settings tree and view the Configuration
Settings components. Double-click Network Settings to open the
Network Settings window. Use the Network Settings window to specify
network settings on the Advanced System Management PCI adapter.

Note: This window is available only when you are using the Advanced
System Management service to manage a system that has a
Advanced System Management PCI adapter or if you have used
Advanced System Management to establish a TCP/IP, serial, or
ASM Interconnect connection with a remote Advanced System
Management PCI adapter.

Nelwork Settings - Comanche WM

Network interface: I Interface enabled
Host name: |

1P address: ‘1 30.57.8.203

Subnet mask: ‘255 255.248.0

Gateway: [12057.15.254

L v [ el
Data rate:

MTU size: [ s

MAL address: [oooooooooooo

Apply/Restart | Refresh Help

The Network Settings window contains the following items.
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ltem Description

Network interface Use the drop-down list to select a network
interface to configure. When you have selected a
network interface, select the Interface Enabled
check box.

Host name Type the TCP/IP host name that will be used by
the Advanced System Management PCI adapter.

IP address Type the IP address that will be used by the
Advanced System Management PCI adapter.

Subnet mask Type the subnet mask that will be used by the
Advanced System Management PCI adapter.

Gateway Type the TCP/IP address of the gateway that will
be used by the Advanced System Management
PCI adapter.

Line type Use the drop-down list to select the line type that
will be used by the Advanced System
Management PCI adapter. Available selections
are Ethernet, PPP, and Token Ring. Select the
Disable Routing check box if necessary.

Data rate Use the drop-down list to select the data rate that
will be used by the Advanced System
Management PCI adapter. Available selections
are AUTO, 4M, 16M, 10M, and 100M.

Duplex Use the drop-down list to select the duplex
method that will be used by the Advanced System
Management PCI adapter. Available selections
are AUTO, FULL and HALFE.

MTU size Use the drop-down list to specify the maximum
transmission unit (MTU) value that will be used
by the Advanced System Management PCI
adapter.

MAC address Type the media access control (MAC) address of
the network adapter that is being used by the IBM
Advanced System Management PCI adapter.

UM Server Extensions: User’s Guide 109



Attention: If you have installed the IBM Advanced System
Management Token Ring Connection, you must not enable or use the
Ethernet port that is included on your Advanced System Management
PCI adapter. Enabling the Ethernet port while the IBM Turbo 16/4
Token Ring PCMCIA card is installed on your adapter will cause your
system to become unstable. To enable, configure, or use the Ethernet
port, you must first remove the IBM Turbo 16/4 Token Ring PCMCIA
card from your Advanced System Management PCI adapter.

SNMP Settings

From the Advanced System Management console, click the + beside
Configuration Settings or double-click Configuration Settings to
expand the Configuration Settings tree and view the Configuration
Settings components. Double-click on SNMP Settings to open the
SNMP Settings window. Use the SNMP Settings window to specify
SNMP settings for the IBM Advanced System Management PCI
adapter. These settings must be configured correctly for the Advanced
System Management PCI adapter to forward events to SNMP managers
on the network.

Note: This window is available only when you are using the Advanced
System Management service to manage a system that has an
Advanced System Management PCI adapter or if you have used
Advanced System Management to establish a TCP/IP, serial, or
ASM Interconnect connection with a Advanced System
Management PCI adapter. This window is not available on
systems that do not have an Advanced System Management PCI
adapter.
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SHMP Settings

[ Traps dizable

System contact: I

Suztern location: I

— SMMP Communities

Cormrnity: s

Cornmunity niame: Ipublic
Cormmunity IP address 1: |1 3057320
Comniunity [P address 2: ID.D.D.D
Community IF address 3: ID.D.D.D

&ppl_l,.ll Befreshl Qancell Help |

The SNMP Settings window contains the following items.

Item Description

SNMP agent enabled Select this check box to enable the Advanced System
Management PCI adapter to forward events to SNMP
managers on your network.

Traps disable Select this check box to prevent SNMP traps from
being sent.

System contact Type the name of the SNMP system contact in the text
box.

System location Type information regarding the location of your system

in the text box.

Community Use the drop-down list to select and define up to three
SNMP communities.

Note:  SNMP events are sent only to the currently
selected SNMP communities.

Community name Type the name of the selected SNMP community in the
text box.
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Item Description

Community IP address 1, | Type the IP addresses for the selected SNMP
2 and 3 communities in the text boxes.

After making any changes to these settings, click Apply to save the
changes. Then, close this window and click Restart in the Network
Settings window. You must restart the adapter before changes to
network settings on a Advanced System Management PCI adapter will
take effect.

Event Log

From the Advanced System Management console, click the + beside
Configuration Settings or double-click Configuration Settings to
expand the Configuration Settings tree and view the Configuration
Settings components. Click Event Log to open the Event Log window.
This window contains all entries that are currently stored in the
Advanced System Management PCI adapter or processor Event Log.
The Advanced System Management adapter or processor Event Log
records information about all remote access attempts and dial-out
events.

Notes:

. If you are using the Advanced System Management service with
an Advanced System Management PCI adapter installed in an
IBM server the Event Log might contain entries that begin with
the text 12 C Message. These messages are normal. Services
use these messages in the event of system problems.

. If you are using the Advanced System Management service with
a Netfinity 8500 M 10, 7000 M 10, 7000 M20, 5600, 5500, 5500
M10, 5500 M20, or 5000 server, the Event Log will also include
any POST error messages.
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FOSTEIDS 114181993

POSTEIDS 111841993
POSTBIOS 111841333
FOSTBIOS 1141841833
FOSTEIDS 114181993
POSTEIDS 111841993
POSTBIOS 111841333
FOSTBIOS 1141841333
SERVPROC 114181993
SERVPROC 111841993
POSTBIOS 1141841333
FOSTBIOS 1141841333
SERVPROC 114181993
SERVPROC 111841993
POSTBIOS 1141841333
FOSTBIOS 1141841333
SERVPROC 114181993
SMI Hdir 111841993
SMI Hdr 1141841333
FOSTBIOS 1141841333

SERVPROC 114181993

07.2330p
0542080
054201p
05:3300p
053 44p
05313
053227
05:31:24p
0530550
05:3050p
04:44:26p
043717
43430
0436 48p
04:3431p
0430 30p
042353
04:2% 460
04:2846p
0423 45p

04237178
1975

ooms7on
01298001
aoms7o1
233001
23001
01298001
238001
233001

System Comple Powered Up

System Cample Powered Diawn

01238001 The BIOS doss nek suppart the curent stepping of Processor i1

01238001 The BIOS does nek support the curent stepping of Processor i1

System Comple Powered Up

System Cample Powered Diawn

01238001 The BIOS doss nek suppart the curent stepping of Processor i1

01238001 The BIOS does nek support the curent stepping of Processor i1

NMI DETECTED

SERR: Addr. o Spec, Cpe. DPE Bus=D Slot=0 YendD=1156 DevID=0007 Status=C200
SERF: Device Signaled SEFR Bus=) Slot=0 VandiD=1166 DeviD=0007 Status=C200
01238001 The BIOS does nek support the curent stepping of Processor H1

System Comple Powered Up

Gustam P rla Pewiarad Newn o2
»

Frocessor |
The IS dass nct suppert the curent: stepping of Processar #1
Proessor 1 faled BIST

The BI0S doss not support the ourent: stepping of Frossssor #1
The 103 dos not suppart the current stepping of Frocessor #1
The IS dass nct suppert the curent: stepping of Processar #1
The BIOS doss nct support the curent stepping of Processor #1
The BI0S does not support the curent: stepping of Frocessor #1

failed BIST

crmyRN- 11180
{ i K
[ Iog enties loaded

The following functions are available from the Options menu in the

Event Log window:

Option

Description

Load

Refreshes the contents of the Event Log
window.

Print to file

Saves the contents of the Event Log
window to a text file.

Print to printer

Sends the contents of the Event Log
window to a printer that is attached to
your system.

Clear log

Erases all entries that are currently
stored in the Event Log (including any
entries that are not currently visible in
the Event Log window).

Note: After you use Clear Log to erase the entries in the Event Log,
they are permanently erased and cannot be retrieved.
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System Power Control

From the Advanced System Management console, click the + beside
Configuration Settings or double-click Configuration Settings to
expand the Configuration Settings tree and view the Configuration
Settings components. Double-click on System Power Control to open
the System Power Control window. Use the System Power Control
window to instruct the Advanced System Management PCI adapter or
processor to turn off the system, restart the system, or turn on the server.
To initiate a power control options, select the Enable Power Control
Options check box. If the check box is not selected, the Power Control
Options text box will not be available.

System Power Control - Dept. Server

™ Enable power control aptions

Fower Control Options

Power aff with 0/5 shutdown,

Power aff naw,

Restart the system with 0/5 shutdawn,
Restart the system now,

Apply Cancel Help

The following System Power Control functions are available at all times.

Function Description
Power off with O/S Performs an operating-system shutdown before
shutdown removing power from the system.
Power off now Immediately removes power from the system.
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Function Description

Restart the system with Performs an operating system shutdown, removes

O/S shutdown power from the system, and then restores power to the
system.

Restart the system now Immediately removes power from the system, and then

restores power to the system.

If directly connected to the IBM Advanced System Management PCI
adapter through a TCP/IP link, the Power On Now selection will be
available. This function turns on the server and enables the
microprocessor to perform POST, loading, and operating-system startup
procedures.

To initiate a system Power Control function, use the following
procedure:

1. Select the Enable Power Control Options check box.

2. From the Power Control Options list, select the power-control
option that you want to activate.

3. Click Apply.

Remote POST Console

You can use the Advanced System Management Remote POST Console
function to remotely monitor, record, and replay all textual output that is
generated during POST. To monitor and record the POST data on a
remote system, use the following procedure:

1.  Connect to the remote Advanced System Management PCI adapter
Or processor.

2. Open the Remote POST window.

3. Restart the remote system by using the Advanced System
Management System Power Control functions.

The Remote POST Console displays and records all POST data as the
remote system completes POST. While you are monitoring POST on a
remote system, all local keystrokes are relayed automatically to the
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remote system, enabling you to interact with the POST process on the
remote system.

To review data after POST is completed, disconnect from the remote
system and use the Replay functions.

Use the selections in the Replay menu to replay the text output that was
captured during the last Remote POST operation. All text that was
displayed by the remote system during POST will be displayed as it
appeared on the remote system.

To begin playing the recorded POST data, or to resume playing the
recorded POST data after stopping playback, click Replay Last
POST.

To stop playback of the recorded POST data, click Stop.

To resume viewing the recorded POST data from the beginning,
click Restart.

Click Fast, Medium, or Slow to specify the speed at which the
recorded POST data is displayed in the Remote POST window.

Note: You can replay Remote POST data when not connected to a

remote system Advanced System Management PCI adapter or
processor.

Updating PCI Adapter or Processor Microde

Note: Updating the Advanced System Management PCI adapter

microcode, resets the default user name and password. If you
had previously changed them, you will need to change them
again.

To update the Advanced System Management PCI adapter or processor
microcode, use the following procedure:

1.

From the Advanced System Management console, click Options
—Update Microcode —System Management.

An Insert Diskette window opens.

Insert the System Management microcode update diskette into
the diskette drive.
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3. Click OK to continue.
Warning notices will appear, asking that you verify if you want to
continue. Click OK to continue or Cancel to stop the microcode
update process.

When you have verified that you want to proceed with updating the
Advanced System Management PCI adapter or processor microcode, the
Advanced System Management service will apply the microcode update
to the Advanced System Management PCI adapter or processor.

During this process, some of the monitoring functions of the Advanced
System Management PCI adapter or processor (such as the
environmental monitors) will be disabled. After you have updated the
microcode, all system monitoring will resume.

Updating System POST/BIOS Microcode

To use Advanced System Management and your Advanced System
Management PCI adapter or processor to update the system POST/BIOS
microcode, use the following procedure:

1.  From the Advanced System Management console click
Options —Update Microcode — System POST/BIOS.

An Insert Diskette window opens.

2. Insert the System POST/BIOS update diskette into the diskette
drive.

3. Click OK to continue.
Warning notices will appear, asking that you verify that you want
to continue. Click OK to continue or Cancel to stop the microcode
update process.

When you have verified that you want to proceed with updating the
system POST/BIOS microcode, the Advanced System Management
service will apply the microcode update to the system that contains the
Advanced System Management PCI adapter or processor to which you
are connected.
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Capacity Manager

Capacity Manager is an easy-to-use resource-management and planning
tool for network managers, and administrators. It enables remote
performance monitoring of every server on the network. IBM Capacity
Manager identifies potential bottlenecks in a network, enabling effective
planning of future capacity needs, such as microprocessor, disk, or
memory upgrades, thus preventing network slowdowns and downtime.
With Capacity Manager you can plan for future hardware upgrades.

Capacity Manager includes extensive online help, including an online
tour. The tour is an interactive help that guides you through the Capacity
Manager functions, making it especially simple to learn and understand
this service. To begin a tour, click Report Viewer tour from the Using
Capacity Manager task on the IBM Director Console.

Note: The Capacity Manager interface is available for use only on
systems running Windows NT. However, you can collect data
from any remote system running Client Services for IBM
Manager for OS/2, Windows 2000, Windows NT, or NetWare.

Components of Capacity Manager

Capacity Manager contains several features within the IBM Director
Extension tools package:

B You can manage your systems from a server with Capacity
Manager installed or access Capacity Manger functionality
remotely.
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Capacity Manager can generate events if a bottleneck is detected.
Each hour, if a new bottleneck begins to occur on any system in
your network, Capacity Manager can take any action that you
specify. For instance, it can notify you of the bottleneck via e-mail
or pager.

The Monitor Activator task provides a single console where you
can manage your systems. Actions within the task include:

e All NT PerfMon monitors.

e Monitor Activator informative icons that you can use to learn
whether a monitor is active, inactive, or not present on a given
system, whether Capacity Manager is running, or if a system
is busy, secure, offline, or of an unknown status.

* Automatic activation by default of the Performance Analysis
monitors that are present on your systems. You can activate
additional monitors and deactivate them at any later time
without having to edit an initialization (.ini) file or restart your
systems.

The Report Generator generates a report directly to the viewer for
immediate viewing or generate a report to a file for later viewing.

* Reports that are generated to the viewer are created very
quickly. These reports are not saved to the disk. You view
these reports before deciding to save them. This will keep your
disk from being cluttered with every generated report.

*  Generation performance is faster because of the improved
error detection. For example, when generating a report to the
viewer, you will first see a status window that tabulates the
status of each system during the generation. Without waiting
for the time-out to elapse, Capacity Manager will use its
improved diagnostics to report why any system does not
respond, so that you can more quickly remedy the problem.

The Report Definition interface provides usability and
functionality. The interface includes:

e The Report Parameters pane, which you can use to select a
report duration, a global sampling frequency, and the days and
times for collecting data.
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* The Method of Generating a Report pane which you can use to
choose between generating a report to the viewer or to a file.
To help you more easily keep track of report files and know
which can be merged, you can include in the file name the date
and time of report generation in addition to the report
definition name.

* The Monitor Selection pane, which you can use instead of
including all activated monitors on your report. In the Monitor
Selection pane, you can individually activate or deactivate
monitors and select their sampling frequencies.

e The Timeout parameter at the bottom of the Report Definition
interface which you can use to set how long each system has
to respond for inclusion in a report.

m  The Report Viewer has the following options and performance
enhancements:

* Forecasting has a wavelet transform technique. It transforms
the observed monitor data before the linear regression
computations. The result is a 95% prediction interval for the
forecasting graphs.

*  You can choose between saving a report or a file in graphical
image format (.gif) as either a remote file on the IBM Director
server or as a local file on your workstation.Y ou manage both
remote files and local files through the console. You can also
access remote files from other workstations. There is also an
option to manage local files with the command-line tools
CMView and CMReport.

e The sort option in the Table view enables you to sort by
clicking a column header. For example, you can click the
column header CPU Utilization to see your systems sorted by
their CPU-utilization values. The sort order is dependent on
the sort-order button that is clicked on the toolbar.

m  Capacity Manager supports clusters. When you use Monitor
Activator and Report Generator on a cluster, the nodes of the
cluster are included. When you view a report that includes clusters,
anew cluster mode is available for analyzing the clusters as if they
were individual systems. The Table view aggregates the monitor
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data from the cluster nodes, providing a single-system image of the
cluster. The table can also expand the clusters to show the data for
the individual nodes at the same time. The Icons view and
Hypergraph view also show clusters as single-system images.

Capturing Data

After you have a list of discovered systems, you can use the Monitor
Activator task to learn the status of the monitors on your selected
systems and select which monitors you want to be active or inactive.
Capacity Manager will collect data on all the monitors that are both
activated and present on your selected systems. The Performance
Analysis monitors that are present on your system are activated by
default when you install Capacity Manager.

When you initiate the Monitor Activator task, Capacity Manager opens
a Monitor Activator window that lists your selected systems and all the
monitors for those systems. In the left pane, you can select which
monitors to activate or deactivate on your selected systems. By selecting
one or more monitors in the left pane, you create in the upper-right pane
a table of each selected monitor status on each system that is listed. In
the lower-right pane you can see the legend for all the icons that are used
in the Monitor Activator task.

Notes:

. Not all monitors are present on all systems. For example, drive
E is present only on systems that have it installed.

. If you add or remove disk drives or local area network (LAN)
adapters, be sure to rerun the Monitor Activator task. Not
rerunning the Monitor Activator task after changes in the drives
and LAN adapters could compromise the accuracy of the
Performance Analysis function.

Starting the Monitor Activator

To start the Monitor Activator, drag and drop the Monitor Activator task
onto a system or a group of systems. The Monitor Activator task
includes all of the systems that you selected. If you drag and drop the
Monitor Activator on a cluster, the nodes of the cluster will appear in the
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Monitor Activator window. The cluster itself will not appear because
clusters do not have Capacity Management agents. Cluster nodes have
agents.

Using the Monitor Activator

The Monitor Activator has two main functions: to reveal the status of
monitors on your selected systems, and to enable you to change the
status of these monitors. These two functions are driven by actions that
you take in Monitors pane. These actions are reflected in the Monitors
pane or in the Systems pane.
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3 Drive €: % Space Used
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When you first see the Monitors pane, it is in a collapsed tree structure.
To see the individual monitors, expand the nodes of the tree. For
example, the CPU Utilization monitor is at the end of the CPU Monitors
branch node or group.

There is an icon to indicate the status of each monitor and each group.
The meaning of the icon depends on whether it is beside a group or
beside a monitor.
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Group icons

All monitors in the group are active.

Some monitors in the group are active.

No monitors in the group are active.

Monitor icons:

=

This monitor is active on your selected systems where it is present.

This monitor is inactive on your selected systems where it is present.

y

This monitor is active on some of the systems where it is present. You
will see this status if at least one system has this monitor in an inactive
state.

Activating or deactivating monitors

To include a monitor, select it on the list of monitors, then click the ON
button at the bottom of the pane. You can select more than one monitor
at a time by pressing the Control key and clicking on multiple monitors.
However, you cannot select multiple monitors by clicking on a group

name. The On and Off buttons become available once you select one or
more monitors on the list of monitors. You can double-click a monitor

to toggle between on and off without clicking either the on or off

124




buttons. Once you include a monitor, the settings options become
available.

To change the status of a monitor, click its name and click on to activate
it or off button to deactivate it. To select multiple monitors at a time,
Ctrl-click additional monitors.

As a safety feature, Capacity Manager will not allow you to select a
group of monitors by clicking the group name. Select each monitor
individually. After you have completed your changes, click Apply to
apply the changes and close the window.

Note: Although you can go through and deactivate all your monitors
on this panel and apply this change, the next time you open the
monitor activator pane, you will see that a monitor still remains
activated. You cannot delete all the monitors from the slot file.

If you decide to change the status of a monitor, the icon of the monitor
will change to indicate its pending state.

Pending States

7 Your selected monitor will be activated on systems where it is present.

) Your selected monitor will be deactivated on systems where it is present.

Cluster Monitors

The Report Viewer Performance Analysis function probes for
bottlenecks in server hardware performance, diagnoses the problem, and
suggests ways to improve performance. To create this report on your
selected system performance, the Performance Analysis (PA) function
must have specific monitors activated in the Monitor Activator. These
PA monitors are shown in bold text in the Monitors pane.
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Monitoring for Clusters

The cluster monitors appear at the top level of the Monitor Activator
tree. Unlike the other monitors, the cluster monitors provide textual, not
numerical data. When you activate the cluster monitors, they display the
? character in the Report Viewer table. Because these monitors only
provide textual data and cannot be graphed, you should not activate
these monitors.

Creating a Status Table in the Systems Pane

To see the status of one or more monitors on each of your selected
systems, build a status table in the Systems pane by selecting monitors
in the Monitors pane. This table lists all your selected monitors on the
left side and all your selected systems horizontally across the top.

System pane icons

The monitor is present and active on this system.
=
g The monitor is present but not active on this system.
The monitor is not present on this system.
i
The agent is not running on this system. Either the Capacity Manager
—_ agent is not installed on this system or there is an error.
This system is busy; the Capacity Manager agent is processing another
) request. Try again later.
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E'.. The system is secured.

E The system is offline.

_ The system status is unknown because the Capacity Manager agent is not
Et responding.

Viewing Data

Capacity Manager enables you to generate a file either to the Report
Viewer for immediate viewing or to a file for later viewing. You must
create a report definition before you can view the report.

To create a report definition, double-click New Report Definition
under the Report Generator task. The Report Definition window opens.

[E4 Report Definitions - Hourly Report (to file) =] 1]
Report Parameters =
Report Duration 1 hour ~
Glohal Sampling Frequency 1 minute el
.
Days Times
7 IE |
=
2 [z |
-
= [ e |
-
-
Method of Generating a Report Monitor Selection
7 Generate to Viewer @ Include all activated monitors
= Generate to File (saved in the reports directond ¢ Selectindividual monitors
[~ .cmr v Generate Botieneck events
Files are only created when
[ bt
bottlenecks are found. Timeout Parameter-
I~ .htmi
Timeoutper Systern [3 minutes _~

¥ sppend tirme starmp to file narme ;

Save Save As... cancel Hew |

The following table lists the parameters in the Report Definition window
that are required to generate a report.
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Item

Description

Report Duration

Indicates the time span of a report,
starting from the time of report
generation and going back.

1 day, ending at the beginning of the
current hour.

3 hours, includes data from the
previous 3 hours including the current
hour.

8 hours, includes data from the
previous 8 hours including the current
hour.

1 week, ending at the beginning of the
current day.

1 month, ending at the beginning of
the current day.

The monthly report can contain from
28 to 31 days, depending on the
number of days in the previous month.
For example, if today is the 24th and
you select a duration of 30, a report
will be generated using data that was
collected from the 24th of the previous
month through the 23rd of the current
month.

Global Sampling Frequency

Indicates the sampling frequency of a
report. Sampling frequency represents
the quantity of data points that will be
gathered per monitor and how often
the data points will be collected (for
example, once a minute or once an
hour). Before you can input a new
sampling frequency, you must first
select the Override global settings
option.
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Item

Description

Collect min and max values

Indicates whether CMAgent should
include the minimum or maximum
data points for the duration of the
report period, or only the average.
These data points include peak and
trough values. Before you can elect to
collect minimum or maximum data,
you must first select the Override
global settings option. An advantage
to collecting the minimum and
maximum data points is that you can
collect data less frequently, reduce the
size of the report, and still have
informative system performance data.

Days Indicates which days of the week to
collect data.
Times Indicates which hours of the day to

collect data.

Method of Generating a Report

Generate to Viewer

Indicates whether the report will be
generated to view.

Generate to File (saved in the reports
directory)

Indicates if the report will be
generated to file.

.cmr Indicates whether the output file
should be written in CMR format.

Xt Indicates whether the output file
should be written in text format.

.html Indicates whether the output file

should be written in HTML format.

Generate Bottleneck events

Indicates whether a bottleneck event is
generated when Performance Analysis
finds a bottleneck.

Append time stamp to file name

Indicates whether the time stamp
should be included in the name of the
report.
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Item Description

Monitor Selection

Include all activated monitors All monitors that are activated in the
Monitor Activator task will have the
global sampling frequency that you set
in the Report Parameters pane. This is
the default.

Select individual monitors Select the monitors that you want to be
active among those monitors that you
activated in the Monitor Activator
task. Select the sampling frequency for
specific monitors and the monitors
from which you will collect minimum
and maximum data.

Timeout Parameter The time value represents the length of
time Capacity Manager will wait for
each system to respond when you
generate a report.

Note: The following parameters affect the size of the generated report:
Report Duration, Global Sampling Frequency, Min and Max
values, Days, Times, and Monitor Selection. If you want the
report to load faster, see the online help topic, “Improving
Performance of the Report Viewer.”

In the Report Definition window, you can choose the time period for
collecting data, the amount of data to collect, and the days and times for
collecting data. You can also determine what monitor data will appear
in the report. While you are in the report definition, you can also decide
whether to generate the report to the viewer or to a file and to generate
bottleneck events.

If you choose to generate the report to a file, the file is saved on the IBM
Director server for later viewing. If you choose to generate the report to
the viewer, this generated file will be kept in memory only for the time
that you are viewing the report. You can also choose to generate
bottleneck events.

Notice that the standard report definitions for weekly and hourly reports,
are set to be generated to file and to viewer by default. You can change
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these settings either by right-clicking the report definition name and
selecting the alternative option, or you can double-click the report
definition name and change the option on the Report Definition window.

If you are creating a new report definition with the New Report
Definition task listed under Report Generator, click to Viewer or to File
on the Report Definition window. Save your New Report Definition.
These reports are labeled with your selected option. Your new report
appears as a file under the Report Generator task.

To delete an existing report, right click the Reports icon and select
delete.

Generating a Report

To generate a report, drag and drop the Report Definition icon onto the
selected systems or clusters. When the Report Definition icon is dropped
on a cluster, each of the cluster nodes is included in the report, and the
cluster membership of each node is reported. However, if the report
definition is dropped on a system that is a node in a cluster but not on the
cluster itself, the node is treated as an individual system and its cluster
membership is not recognized by Capacity Manager. If you drop the
Report Definitions icon on both a cluster and on one of the nodes of the
cluster, then the nodes are treated as part of the cluster.

Generating the Report to a File

When you initiate the generation step, a window opens, which will ask
if you want to either create a scheduled job for this task or execute it
immediately.

If you click Schedule, another dialog box opens, which will ask you for
a job name, and the time and date for generating the report.

If you click Execute Now, a status box for the generation of your report
is displayed. Any report that is saved to a file is saved automatically in
the /reports subdirectory of the IBM Director installation directory.

You can create a report in more than one format, such as Capacity
Manager Report (.cmr), text (.txt), or HTML (.html). Use the Capacity
Manager Report Viewer to view .cmr and .txt files. A .cmr file loads
more quickly than a .txt file, but most spreadsheet applications can use
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.txt files. Some spreadsheet applications can use HTML files. The
Report Viewer cannot use HTML files, but you can view an HTML file
in a Web browser and then print it.

Generating the Report to the Viewer

You can use the Report Viewer to see the performance of your systems,
clusters or groups, to detect performance bottlenecks, and to see
predictions of future performance. You can open, merge, and save
reports and save files remotely (to the server) or locally (to the console
system). You can also save graphs, look at report information, and open
another Report Viewer window. There are two modes, system mode and
cluster mode, for viewing performance information.

There are three ways to start the Report Viewer:

m  Drag and drop the report definition task to be generated to a viewer
that has been set to viewer onto a system, cluster or a group. This
will generate a new report into the Report Viewer without saving
it to disk.

m  Double-click the Report Viewer task to view existing reports.

m  Start the Report Viewer from the command line. This is useful for
running the Report Viewer outside of IBM Director.

Click Finish Now to immediately terminate the report generation and
open the Report Viewer to display the system data that was collected at
that point.

The Report Viewer window has three panes (System, Monitor, Graph)
and a toolbar.
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The System pane occupies the upper portion of the viewer. In the System
pane, you can see system information or cluster information in one of
four views:

m  The Table view is the most detailed, with a tabular listing of
systems, monitors and parameters. Table cells for monitors are
highlighted in red if the monitor value is above the critical
threshold that you defined in the Settings window. A table cell is
highlighted in yellow if the monitor value is above the warning
threshold that you defined in the Settings window. System
parameter cells are not highlighted.

m  The Icons view enables you to see all systems on one panel.

m  The HyperGraph view graphically displays the Table view cell
values for a selected monitor or a system parameter for all systems
in the report. Each system is represented by an icon on the graph.

m  The Performance Analysis view displays the Performance
Analysis (PA) report.

A table cell for a monitor used in Performance Analysis is highlighted

in red if there is a bottleneck.

You can view systems in two modes, system mode or cluster mode.The
system mode enables you to view systems individually regardless of
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whether they belong to a cluster. To find out if a system belongs to a
cluster, look for a cluster name in the Cluster Name column of the Table
view. If the field is blank, the system does not belong to any cluster. The
cluster mode enables you to view systems that are grouped together and
belong to a particular cluster. In the Table view, scan the table for the
Cluster Name column heading. This column indicates what cluster
belongs to a system. If the field is blank, the system does not belong to
any cluster. In the cluster mode, clusters are listed in the system column
of the table. By clicking on the plus icon (in the field to the left of the
cluster) you can expand the cluster and see the systems that are a part of
the cluster. If you click on a cluster or a system within a cluster, all
systems within the cluster appear on the graph. When you are in cluster
mode, you can change from Table view to either Icon or Hypergraph
view.

The Monitor pane, in the lower-left portion of the viewer, lists system
monitors alphabetically, either in a flat list or in a tree structure. You can
select a monitor from the list.

The Graph pane is in the lower-right portion of the viewer. If you select
System mode, you will see either a line graph or a trend graph of the
performance of your systems over the duration of the report. Line graphs
and trend graphs have red horizontal lines at the critical threshold and a
yellow horizontal line at the warning threshold level. The horizontal axis
represents time, and the vertical axis represents the data values. If you
select a cluster, its nodes are graphed as if a group of individual systems
were selected together.

m  The Resolution tool enables you to adjust the density of the points
in the graph. It uses an average of the raw data points to present the
requested number of points for a given period of time. To activate
the tool, select an option in the Point Per drop-down list at the
bottom left of the graph pane.

m  The Trend graph button enables you to start the trend graph
directly from the Report Viewer window. Use this button for
instantaneous control over the trend display on the Report Viewer
window.

m  The Zoom tool enables you to expand a selected portion of the time
line of the graph.When you activate the Zoom tool, you can zoom
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out or scroll forward and backward to expand different portions of
the original time span.

m  The Forecast tool enables you to display wavelets as well as least-
squares or linear regression calculations of future system
performance. The time span of the projection is equivalent to that
of the originally collected data. For example, if the report is for one
month, the forecast will be for one month. A single-system forecast
includes prediction intervals, which appear as dotted lines that
bracket the forecast line. Prediction intervals indicate the
reliability of the forecast. There is a 95% chance that the actual
value will fall within the prediction intervals in the graph. The
forecast line itself is a linear regression calculation. See “Viewing
a Performance Forecast for a Selected System” on page 149.

If enough data for a valid forecast is not available, a warning
message appears on the graph, stating that there is not enough data
for a valid forecast. A valid forecast requires 24 days of data with
the monitor being active at least half of the time. If the report
includes only certain hours of the day, this does not affect the
validity of the forecast. For example, if a report covers a month
with only weekdays and only the hours from 9:00 a.m. to 5:00
p.m., and the system was on most of the time during the month,
there will be enough data for a forecast. For Report Definition to
create a report that can support valid forecasts, it must have a
duration of a month.

When you select the forecast tool, the graph doubles the time that
is displayed, with the actual data compressed to the left and the
forecasted data on the right. The forecast line is a dashed version
of the actual data line. Forecasting works for both line graphs and
trend graphs. If there is insufficient data to make a forecast, a
message will appear at the top of the graph.

Settings Notebook

The Settings notebook consists of three tabbed pages for configuring the
appearance of the graph in the Graph pane, the appearance of the viewer,
and threshold setting for each monitor. The configuration settings are
saved in the internal storage of the IBM Director. You cannot edit this
file.
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For the graph, the configurable values are the number of systems to
graph individually before a trend graph is triggered, the number of
horizontal and vertical lines in the graph grid, whether the legend shows,
and whether minimum and maximum lines show.

For monitors, the values are critical and warning threshold levels,
whether data is graphed as absolute values or as a percentage of the
maximum values if appropriate, and whether the graph should lower its
maximum value close to the maximum data value. The Monitor page
also displays information about each monitor.

Line Graph

A different-colored data line and symbol represent each system on a line
graph. The symbol, such as a circle, triangle, or square, is the same color
as the data line and is located at each data point on the line.

Trend Graph

A trend graph has a data line. If you select the min/max option in the
Settings notebook, dotted minimum and maximum lines will bracket the
data line for a graph of a single system, but not multiple-system line
graphs or trend graphs. The maximum line represents the highest
average values at each data point, and the minimum line represents the
lowest. The Trend button can activate the trend graph as well as
selecting too many systems. By default, you can select up to nine
systems to graph individually; the tenth system activates the trend graph.
A trend graph plots an average monitor value for all graphed systems at
each time point. Marks on a vertical line that depicts the range of system
monitor values at a given time point represent individual system values.
Clusters of marks represent concentrations of system monitor values at
a data point. By looking at the distribution of the individual system
values around the average point, you can get useful information for
system load balancing.

Note: When you close the generated report in the Report Viewer,
Capacity Manager will not ask you if you want to save it. If you
do not save the file before closing it, the file will be lost. You
can save your report as a .cmr file or .txt file, or you can export
it to HTML format. You also have the choice of saving the
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report as a remote file on the IBM Director server, or as a local
file on your workstation.

The Toolbar

The toolbar provides the following controls:

m A file menu to open, merge, and save reports, to export reports and
graphs in formats that are viewable in a Web browser, to view
current report information, to start a new report viewer, and to exit.
The file options to open, merge, save, save as, and to export can be
addressed to either a local or remote location. Local files reside on
the console; remote files reside on the server.

m  An Edit menu to select all systems at once or to open a Settings
notebook to configure the viewer.

m A Latching toggle button that alternates the viewer window
between System mode and Cluster mode.

m  Four adjacent Latching toggle buttons to select one of the four
possible views to display in the System pane.

m A sorting control consisting of a drop-down list of all monitors and
system parameters and two latching toggle buttons for selecting
either an ascending or descending sort direction.

m A Help button.

Analyzing Data

Capacity Manager probes for bottlenecks in server hardware
performance, diagnoses the problem, and suggests ways to improve
performance through the Performance Analysis function. The function
indicates a bottleneck when one or more monitors exceed their
thresholds settings for a significant amount of the report period.
Performance Analysis will also look at performance trends and predict
when a bottleneck might occur in the future or what latent bottlenecks
will be revealed when current bottlenecks are resolved.

Performance Analysis Monitor Requirements

The algorithm uses the following monitors:
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Memory usage

% disk time

CPU utilization
% processor time
Packets/sec

% network utilization

Total bytes/sec

By default, Capacity Manager will activate all the required Performance
Analysis (PA) monitors that are present on your systems, but only
systems running Windows 2000 and Windows NT have all the required
monitors; therefore Performance Analysis is not available for other
operating systems. The packets/sec and % processor time monitors are
not required, but omitting them might cause Performance Analysis to
miss some system problems.

To help you identify the PA monitors, their names are in bold on the
Monitor Activator task window, on the Monitor Selection window for
the Report Definition task, and on the Monitor page in the Settings
notebook in the Report Viewer. Each of the PA monitors has a critical
threshold and a warning threshold; both thresholds are important to the
generation of a Performance Analysis report. Any change to the
threshold values for any of the PA monitors could adversely affect the
results of Performance Analysis. Whenever you work with your monitor
selections, remember to have all the PA monitors set to the same
sampling frequency and active at the same time.

Notes:

. Not all systems have the packets/sec monitor, but if this monitor
is present on your system, it will be activated with your other
NT Performance monitors. There are other packets/sec monitors
located under the Redirector, but these will not give the
appropriate data for the Performance Analysis report.

. There is a % processor-time monitor for each processor device
on your system, but the monitor for CPU utilization monitors all
processor-time devices on your system. When a system has only
one processor-time device, data values from the single %
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processor-time monitor will be very similar to the CPU-
utilization monitor data values. Any differences in these data
values are attributable to the sampling times of the two monitors
not being precisely in phase.

The following terminology is used in Performance Analysis Reports:

B Adevice is a system component such as memory, a processor, or a
LAN adapter.

B A constrained or overused device occurs when one or more of the
monitors is in the critical threshold for a significant length of the
time.

B A bottleneck occurs on a system when one or more devices are
constrained.

B A realized bottleneck is a bottleneck that is currently happening.

m A latent bottleneck is a bottleneck that might occur after you
correct the realized bottleneck.
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Performance Analysis

The Performance Analysis button appears as one of four icons, each of which
represents a different meaning.

Your Performance Analysis report is ready and has no bottleneck
Fanl recommendations, but the Details section of the report might discuss some
h="d | bottlenecks or latent bottlenecks.

F_ M | Your Performance Analysis report is ready and will be displayed in a
k4 | moment.

'E--:" Your Performance Analysis report is not available; click the Performance
=d | Analysis button to learn why.

'Eﬂ:‘ Your Performance Analysis report is still being prepared.

T h Your Performance Analysis report is ready, and you have system
L7 | bottlenecks.

To see a Performance Analysis report of the system data, click
Performance Analysis from the menu.

To examine the report more closely, go to the top of the report. In the
Recommendations section, click Go to details to see a detailed report of
bottlenecks in that system.
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B Event Log: RANDYTPAD -8 x|
File Edit View Options Help

[ Events (4) - Last 24 Hours | Event Details

Keywords Values

B il pate 6i5/2000
o Time 11:38:53 AM

Director.Topology.Ofine System RAN| Event Tyne Capatity Manager Bottieneck Realized
(Caparity Manager.Bottieneck Forecast | Bottieneckc C| Event Text Botileneck: Memory + CPU.

Systemn Mame RANDYTRPAD

Severity Critical

Category Alert

Group Name

Sender Name RANDYTPAD

CMR file CilTivoliviireparts\Monthly Report- 2000

Has latent bottleneck(s) lse

Invotves CPUs true

Involves Disks false

Involves LAN Adapters false

Invalves Memary true

When bottlensck started YWed 31 May 2000 10:55 EDT

‘when bottleneck stopped Fri 02 Jun 2000 16:55 EDT

Minutes since hottleneck started

Minutes since bottlensck stopped 4003

Hours since boftleneck started 130

Hours since bottleneck stopped 66

Days since bottleneck started 5

Days since hottleneck stopped 2

Hours in repart 189

Hours analyzed 12

Hours in this bottleneck 8

Rumber of botlenecks 3

Hours in all battlenecks 12
1} v 4] 2|

LT | Ready

Performance Analysis Reports

The Performance Analysis report consists of two main sections:
Recommendations and Details. The Details section shows everything
that was found, and the Recommendations section shows only the subset
of details on which the user needs to act. The Details section includes
links that enable you to see a graph of the performance of the monitor in
question.

The systems with the most severe bottlenecks are first on the report list.
A bottleneck that is reported in the Details section will appear in the
Recommendations section if it meets one of the following criteria:

m It occurred on the last day of the report.

[ ] It occurred more than 25% of the time, and it occurred more than
any other bottleneck for that particular system.

m It probably will occur in the future. Performance Analysis must
have enough data to make a reliable forecast.
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Bottlenecks

Saving and Printing a Performance Analysis

To save a report summary as a local HTML file, click File—Export
Report to local HTML. In the Save as local HTML window, select a
preferred directory, type a new file name, and click Save.

A report saved as an HTML file will contain the following sections:

A Table of Contents that contains links to the other sections:
Report Table, the Report Information, and the Performance
Analysis Recommendations and Details.

A Report Table that presents the same monitor and the system data
that is also available in the Report Viewer in the Table view.

The Report Information, which includes the file name, the analysis
start and end dates, days of the week and hours of coverage, the
name of the report definition, and a list of any systems that were
requested but not included in the report.

The Performance Analysis Recommendations, which include
recommendations for remedying the most serious bottlenecks.

The Performance Analysis Details, which include information on
the frequency and duration of both active and latent bottlenecks,
and remedies for the bottlenecks. When you correct a current
bottleneck, it becomes a latent bottleneck.

To print a Performance Analysis report, save it first as either a local
HTML file or as a remote (on your server) HTML file, and then print it
from your Web browser. A printed version of the report omits the links
to the graphs but includes the monitor and system parameter information
from the Table view.

Bottlenecks occur on a system when one or more devices become
constrained. The monitors for the devices will detect the constraint, and
Performance Analysis indicates a bottleneck.

There are four types of single bottlenecks that are detected by
Performance Analysis: CPU, disk, memory, and LAN adapter. Each of
the PA monitors detects one of these four bottleneck types:
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m  The CPU utilization and % processor-time monitors detect a CPU
bottleneck.

m  The % disk-time monitor detects a disk bottleneck.
m  The memory-usage monitor detects a memory bottleneck.

m  The packets/sec and the % network utilization monitors detect a
LAN adapter bottleneck.

These are not the only types of bottlenecks that can occur. There can be
bottleneck combinations. For example, a disk bottleneck occurs if either
the disk 1 or disk 2 device is constrained, and a memory bottleneck
occurs if a memory-usage device is constrained. But if disk 1 becomes
constrained along with memory usage, the memory bottleneck becomes
a disk + memory bottleneck, and the recommendation for addressing a
bottleneck with two devices might not be the same as addressing two
bottlenecks individually.

In the example of a disk + memory bottleneck, the algorithm recognizes
that insufficient memory can lead to disk thrashing, so the
recommendation is to add memory and leave the disk drive unchanged.
Devices often interact in this way, so each combination of device types
(memory, disk, CPU, LAN) constitutes a separate bottleneck with its
own recommendation.

Often, when one bottleneck occurs, others are not evident while the first
bottleneck slows the system. The bottleneck that is occurring is a
realized bottleneck. A latent bottleneck is a bottleneck that is not evident
while the system slows down. The Performance Analysis will report a
device as a latent bottleneck if it exceeds the warning threshold setting
at least 50% of the time that another device is constrained. It is also
possible for a device to contribute to a latent bottleneck for part of the
time and to a realized bottleneck for part of the time.

The Performance Analysis algorithm scans for bottlenecks on each
system. If no bottlenecks are found for a system, Performance Analysis
will use a forecasting algorithm to look simultaneously at all the system
monitors to predict what bottlenecks might occur and report the first
bottleneck that it foresees. The forecast period is the same length as the
report period. For example, a report period of one month can generate a
forecast one month into the future.
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Bottleneck Event Extended Attributes

Generated bottleneck events have extended attributes. These attributes
appear in the Event Log. They also appear in the Simple Event Filter
Builder, where you can use them in building more elaborate filters.The
following extended attributes appear in the Event Log:

CMR file, TXT file, HTML file - The names of the files that were
saved when this event was generated. To understand an event, load
the report file and read the Recommendations section of
Performance Analysis. Remember that the event reflects the first
recommendation only.

Involves Memory, Involves Disk, Involves LAN Adapters,
Involves CPUs - Each of these is true if the bottleneck involves the
given type of device. For example, Involves Memory would be
true for a memory bottleneck or for a memory + disk bottleneck.

Cluster Node - This is true if the bottlenecked system is a node in
a cluster.

When bottleneck first started, When bottleneck last stopped - The
time stamps for the beginning and end of the bottleneck, as
reported in Performance Analysis. The bottleneck might stop and
start again any number of times between these two time stamps.

Minutes since bottleneck first started, Minutes since bottleneck
last stopped, Hours since bottleneck first started, Hours since
bottleneck last stopped, Days since bottleneck first started, Days
since bottleneck last stopped - The number of minutes, hours, days
since the bottleneck started or stopped. Each of these numbers is
independent of the others. For example, if the number of days since
the bottleneck started is 2, the number of hours would be greater
than 48, and the number of minutes would be greater than 2880.

Hours in this bottleneck - The number of hours that the bottleneck
was active, as reported by Performance Analysis. If the bottleneck
was active only part of the time between the start and end times,
this number excludes the times it was not active. Therefore, this
number might be less than the end time minus the start time
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Using Bottleneck Events

The Capacity Manager program identifies bottlenecks whenever you
generate a report. The program uses the Performance Analysis algorithm
to determine when and where bottlenecks occur. For a demonstration of
Performance Analysis and other Report Viewer, see the Report Viewer
Tour.

To receive automatic notification when a bottleneck occurs, set an event
to specify how you are to be notified. There is a four-step process for
configuring Capacity Manager to use bottleneck events:

1.  Generate events when a bottleneck occurs.
2. Create an event filter that filters out all events except bottlenecks.

3. Define an action and an action plan that automatically occurs when
the plan detects a bottleneck.

4.  View the bottleneck data.

You can use the bottleneck data to respond to situations that slow your
network performance and to try to avoid future bottlenecks.

If you follow these steps, Capacity Manager notifies you every hour
when a new bottleneck starts on any system. This is the most effective
configuration for detecting bottleneck events. If you want to set up more
elaborate configurations, see the IBM Director documentation for
bottleneck events.

Generating an Event

You can generate an event whenever Performance Analysis
recommends correcting a bottleneck. If you configure the program to
generate an event for a bottleneck, you should also create an action plan
to respond to the event.

To configure the program to check for bottlenecks every hour on
selected systems and to generate a report if a bottleneck occurs, do the
following:

1.  Drag Hourly Bottleneck Events (under the Report Generator
task) onto a group of systems or onto one or more selected systems.
To generate a report on more than one system, use [ctrl]+click to
select the systems, and then drag the report viewer onto one of the
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7.

selected systems

Note: Clusters do not generate bottleneck events; systems generate
bottlenecks. By definition, a cluster is a group of systems that are
unable to collectively generate events. Therefore, when you
generate a bottleneck event report, specify systems, not clusters.

Click Schedule. The New Scheduled Job window opens.

In the New Scheduled Job group box, type a job name, and select
a date and a time for the job to run. The default date is todays date,
and the default time is 12:00 p.m. Select a date and time in the
future; otherwise the schedule job will not run. The date and time
that you select in the New Scheduled Job group box indicates the
first time that the job runs.

Click Advanced to schedule the job to run at regular intervals. A
four-tab pane opens where you can make your selections.

On the Date/Time page, click Repeat to schedule your report
generation as a repeating event. In the Repeat pane, change Once
to Hourly, and click OK.

Click File— Save as to save your selections. For example, a job
name that you can use is Generate bottleneck events. Click Help to
access IBM Director help for scheduling a new job.

Close the New Scheduled Job window.

Every hour, Performance Analysis checks the specified systems for
bottlenecks. Each time Performance Analysis recommends correcting a
bottleneck on any of the systems, two things happen:

Performance Analysis generates a report. The report is stored on
the IBM Director server in the \reports subdirectory. You can view
it in the Report Viewer if it is either a .cmr file or a .txt file. If it is
an HMTL file, you can use your Web browser to view it.

Systems with bottlenecks generate events. These events are
associated with the first recommendation that is made in the
Recommendations section of Performance Analysis. The IBM
Director Event Log registers these events.
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Creating an Event Filter

You can filter out all events except bottleneck events. The goal is to
respond to new bottleneck events when they initially occur. The
program should not respond to the same bottleneck every hour.To filter
out all events except bottleneck events, use the following procedure:

1.  From the IBM Director Console, click Tasks —Event Action
Plan Builder.

2. Click File —=New —Simple Event Filter.

Click the Event Type tab. In the left pane, clear the Any check
box. In the right pane is a tree structure that lists applications.
Under the Capacity Manager task, open the Bottleneck tree, and
click Recommendation.

4.  Click the Extended Attributes tab; clear the Any check box.

In the Keywords drop-down list click Hours since the bottleneck
first started. In the Operator drop-down list, select Equal To. In
the Values text box, type 2.

6. Click Add.

Click File Save As to save your selections. For example, a filter
name that you can use is Bottleneck Events.

8.  Close the Event Action Plan Builder window.

The next step is to set up an action/action plan with this event filter.
When this event filter isolates a new bottleneck, the action will run and
notify you that a bottleneck occurred.

If a bottleneck repeatedly occurs every hour, this event filter will
perform the action the first time only. However, the bottleneck event
will still appear in the event log every hour, and the report file will still
be saved every hour.

This filter uses one extended attribute: Hours since the bottleneck first
started. If you want to create more event filters that use other extended
attributes see Bottleneck Event Extended Attributes on page 144.
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Defining an Action and Action Plan

To define an action that automatically occurs when a bottleneck is
detected and to correlate the action to the bottleneck event filter see
“Creating an event filter that filters out all events except bottlenecks” on
page 147, use the following procedure:

1.

From the IBM Director Console, click Tasks— Event Action
Plan Builder.

In the Actions pane (on the right side of the window), double-click
any action to customize that action. For example, you can double-
click Add a Message to the Console Ticker Tape.

Complete all selections. For the ticker-tape example, type a
message and the user.

Click File—Save As to save your selections.
For example, an action name that you might use is Bottleneck
Action.

Click File— New —Event Action Plan.

Type the name for the event action plan and click OK. For
example, a name that you might use is Respond to Bottleneck
Events.

Drag the event filter for bottleneck events from the center pane
onto the event action plan that you named in the previous step.

Drag the Bottleneck Action from the Actions pane (on the right
side of the window) onto the event filter that is in the Event Action
Plan pane (on the left side of the window).

Click File —Close to exit from the Event Action Plan Builder.

Forecasting Data

The Forecast function enables you to see a prediction of the future
performance of your selected systems.

Capacity Manager uses forecasting in the following components:

In a Performance Analysis report. If there are no realized
bottlenecks, Capacity Manager uses forecasting to predict, with a
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level of confidence, if and when it foresees a monitor performance
bottleneck.

m  In your system monitor performance graph. On a graph of a
selected monitor for one or more systems, you can click the
Forecast button to see a forecast of the performance on your
selected systems. The graph depicts both the observed data and the
forecast.

About the Calculations

To create a forecast, Capacity Manager applies a wavelet transform to
the monitor data prior to performing a least squares linear regression.
With this transformed data, it computes a forecast line with a 95%
prediction interval. The forecast duration is equal to the duration of the
observed data. For the forecast to be valid, Capacity Manager needs a
minimum of 24 days of previously collected data where the system
monitors have been running at least 50% of the time.

Viewing a Performance Forecast for a Selected
System

To see the performance forecast for your selected systems, click
Forecast in the lower-right corner of the screen. The Capacity Manager
forecast is for whatever monitor you currently have selected. To see a
forecast for another Monitors pane, click its name in the monitor box.

Notes:

. You cannot use the Zoom tool and the Forecast tool at the same
time; they are mutually exclusive.

. The forecast data is more meaningful for systems that are
individually graphed rather than shown in a trend graph. To
change from a trend graph to a graph of individual systems,
either set your trend graph threshold to a higher number, or
select fewer systems to graph at one time. For more information,
see Changing the number of systems graphed as individual
systems in the online help.
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About the Forecast Display

The Forecast graph has these features:

The Forecast line is a dashed line with an arrow at the end. This
line describes possible future data values that are consistent with
the prediction that an actual future data value will fall with equal
probability above or below the forecast line. The forecast interval
is a multiple of your data-collection period. The default prediction
period is the same length as the data-collection period. For
example, if you have a month of collected data, the forecast will be
for a month into the future.

The Prediction interval is represented by the dotted lines above and
below the forecast line. The prediction interval represents the
range of data values that are located above and below the forecast
line and are consistent with the prediction that an actual future data
value will fall within the interval with a probability of 95%. The
width of the interval depends on the variability of the observed
monitor data: the greater the variability, the wider the prediction
interval. The prediction interval is displayed when you request a
forecast of a single system. Graphs of multiple-system forecasts do
not show prediction intervals.

The vertical bar at the beginning of the forecast data depicts the
range.

The gap between the actual collected data and the beginning of the
predicted data serves as a separator between these two data sets.

If you do not know how to interpret a wide prediction interval for
a forecast, select the Point per check box to call up a finer
resolution of your data. Your data points might have a broad
variance that is hidden by the averaging that occurs when data is
displayed at a coarser resolution

About Warning Messages on the Forecast Graph

Capacity Manager will display one of two warnings if your forecast is
not valid:
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m  The data collection period is too short for a valid forecast. To
generate a valid forecast, you need at least 24 days of data.

m  System X does not have enough data for forecasting, or multiple
systems do not have enough data for forecasting. The selected
monitor must have been on at least 50% of the time during the
data-collection period.

Note: Do not use these warnings to make decisions about your
systems.
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Fibre Channel Storage Manager

Fibre Channel Storage Manager is installed as part of UM Server
Extensions and is accessed as a task through the IBM Director Console.
Storage management commands are sent from the console over your
network to the storage subsystem. The connection between the console
and the storage subsystem controller is called the network management
connection.

A storage subsystem is a storage entity that consists of a collection of
both physical components (such as drives, controllers, fans, and power
supplies) and logical components (such as arrays and logical drives). A
storage subsystem can span multiple physical enclosures. The Fibre
Channel Storage Manager task provides management capabilities only
if the storage subsystem has been correctly installed and the appropriate
network configuration tasks have been performed. Refer to the IBM
FAStT500 RAID Controller Enclosure Unit Installation Guide and the
IBM FAStT Storage Manager for Windows NT Installation and Support
Guide for more details.

Fibre Channel Storage Manager program includes management
features, such as:

m  Configuring available storage subsystem capacity into logical
drives to maximize data availability, optimize application
performance, and utilize storage resources

m  Granting access to partitions to the application hosts in the
enterprise
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m  Setting up a management domain, which is a collection of storage
subsystems to manage

m  Monitoring storage subsystems in the management domain for
problems or conditions that require attention

m  Configuring destinations to receive alert messages for critical
problems concerning one or more storage subsystems in the
management domain

m  Recovering from storage subsystem problems to maximize data
availability

m  Tuning for optimal application performance

The Fibre Channel Storage Manager program has two main windows:
the Enterprise Management window and the Subsystem
Management window.

Enterprise Management Window

The Enterprise Management window is the first window that opens
when you start the storage management task. After you add storage
subsystems, the Enterprise Management window communicates with
each storage subsystem (and controllers) for remote discovery and
coarse-level management.

@) Netfinity Fibre Channel Storage Manager 7 [Enterprise Management] o [=] E3
Edit View Tools Help

& ibm.com Name Status Metwork Management Type | Comment
© storage 9 fred © Needs Attention  Direct, Host-Agent{netfiund pur

=B Hast namamn g

© storage Subsyster fred
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The Enterprise Management window provides the following primary
storage-management functions:

m  Discovers hosts and storage subsystems on your local subnetwork
to add to your management domain

m  Provides the ability to manually add hosts and storage subsystems
to your management domain and also remove them

m  Enables you to add storage subsystem comments to the device
table

m  Provides the ability to sort rows in the device table according to
different criteria

m  Stores your Enterprise Management window view preferences and
management domain data in local configuration files. The next
time you open the Enterprise Management window from the
management station, data from your configuration files is used to
display your custom management domain and other view
preferences

m  Monitors the condition of storage subsystems and reports a high-
level status using appropriate icons

m  Loads the appropriate Subsystem Management window for a
selected storage subsystem to enable detailed configuration and
management operations

Along with a menu bar and a tool bar, the Enterprise Management
window consists of two viewing panes, the device tree and the device
table. The Device Tree in the left pane of the window displays a picture
of the management domain. The Device Tree shows discovered devices,
added devices, and device status conditions. The Device Table in the
right pane displays more detailed information for each storage
subsystem.

Note: If you right-click a node in the device tree, a pop-up menu
containing the appropriate menu options for that node is
displayed.
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There are two ways to populate a management domain:

m  Click the Automatic Discovery icon to automatically discover
directly managed and host-agent managed storage subsystems on
the local subnetwork and add them to the management domain.
Fibre Channel Storage discovers host-agent managed storage
subsystems by first discovering the hosts that provide network
management connections to the storage subsystems. Then the host
and associated storage subsystems are displayed in the device tree.

m  Click the Add Device icon. For a directly managed storage
subsystem, type a host name or IP address for each controller in the
storage subsystem. For a host-agent managed storage subsystem,
type a name or IP address for the host that is attached to the storage
subsystem.

Subsystem Management Window

The Subsystem Management window provides the options that you need
to manage an individual storage subsystem in the management domain.
The Subsystem Management window is accessed from the Enterprise
Management window and provides the following primary storage
subsystem management functions:

m  Provides storage subsystem options such as renaming a storage
subsystem, changing a password, or enabling a background media
scan

m  Provides the ability to configure logical drives from your storage
subsystem capacity, define hosts and host groups, and grant host or
host group access to sets of logical drives, called storage partitions

m  Monitors the health of storage subsystem components and reports
a detailed status using appropriate icons

m  Provides you with the appropriate recovery procedures for a failed
logical or physical component

m  Presents a view of the storage subsystem Event Log

m  Presents profile information about physical components such as
controllers and drives
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m  Provides controller management options such as changing
ownership of logical drives, setting a controller in active or passive
mode, or placing a controller online or offline

m  Provides drive management options such as assignment of hot
spares, and drive initialization

m  Provides monitoring of the storage subsystem performance

m  Provides recovery from failures through the Recovery Guru

Using the Subsystem Management

Use the Subsystem Management window to manage (configure,
monitor, recover, and tune) the logical and physical components that
make up a storage subsystem. The Subsystem Management window is
specific to an individual storage subsystem.

To open a Subsystem Management window for a selected storage
subsystem, use the following procedure:

1.  Inthe Enterprise Management window, select a storage subsystem.

2. Select Tools — Manage Device.

The Subsystem Management window opens.

&5 fred - Netfinity Fibre Channel Storage Manager 7 (Subsystem Management) |_ O] ]
Storage Subsystern  Configure  Atray  Logical Drive  Controller Drive  Help
ool 2 %

Logical View Physical View

rContraller Enclosurg ——————————————
T i)

{5 Logical Drive (0.0166) B !

B Logical Drive 1 (16.863GR)

4 Array 1 (RAID 0y

rDrive Enclosure 10

DUODODE00D s

rDrive Enclosure 20

SUULODT0UD s

E] Unconfigured Capacity (312.886GB)
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Note: When you open Subsystem Management window, you can
manage only the selected storage subsystem. However,
you can open multiple Subsystem Management windows
to manage other storage subsystems.

The Storage Subsystem window consists of two views, a Logical view
and a Physical view. The Logical view in the left pane displays a picture
of the storage subsystem. The storage subsystem is organized into
logical entities called arrays and logical drives. The Physical view in the
right pane displays a picture of the physical devices in the storage
subsystem, such as controllers, drives, and other components. When you
select a logical drive or other entity in the Logical view, you will see the
associated components in the Physical view.

When you open the Subsystem Management window for the first time,
the storage subsystems are unnamed. You must rename each storage
subsystem from <unnamed> to the name that you want.

Renaming Storage Subsystems

When renaming a storage subsystem remember that Fibre Channel
Storage Manager does not check for duplicate names. Check the
Enterprise Management window to verify that the name that you have
chosen is not already in use by another storage subsystem. There is a 30-
character limit. All leading and trailing spaces will be deleted from the
name. Use a unique, meaningful name that is easy to understand and
remember. Avoid arbitrary names or names that would quickly lose
their meaning in the future. When you have renamed the storage
subsystem, the prefix storage subsystem is automatically added to the
name shown in the Logical view and in the Enterprise Management
window. For example, if you renamed the storage subsystem
Engineering, it will display storage subsystem Engineering. You do not
need to add the prefix storage subsystem to the name.

To rename a storage subsystem, use the following procedure:

1.  From the Subsystem Management window, select Storage
Subsystem —Rename.

2.  The Rename Storage Subsystem window opens. The window
displays the current name of the storage subsystem. In some cases,
this is the default name that is assigned by Fibre Channel Storage.
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% Rename Storage Subsystem

Storage Subsystem:

Elutat bt

Ok Cancel Help

Type a new name.

4.  Click OK.
The storage subsystem is renamed. The name that is shown in the
Logical view in the Enterprise Management window will have the
prefix storage subsystem followed by the name.

5.  Prepare a label with the new storage subsystem name, and place it
on the storage subsystem.

Configuring Storage Subsystems

You can automatically configure your storage subsystems to use all of
the remaining unconfigured storage subsystem capacity and any free
capacity in existing arrays. The result will be a controller-defined set of
logical drives, arrays, and hot-spare drives. The resulting configuration
is well suited to the needs of many applications.

Do not use this option if:
B You want to optimize the configuration for a certain application

[ ] You want logical drives with different RAID levels, cache settings,
or other parameters

B You have specific hot-spare requirements or you want to keep free
space available for future use

To automatically configure your storage subsystem, use the following
procedure:

1. From the Subsystem Management window, click Configure—
Automatic Configuration.
The Confirm Automatic Configuration window opens.
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& Confirm Automatic Configuration

This option will create arrays and logical drives using all of
the remaining Free and Unconfigured capacity on this
Storage Subsystern. You cannot cancel this operation

@)
@

after it starts.
Are you sure you want to continue?
Yes
2. Click Yes.
A controller-defined configuration is applied to the storage
subsystem.
Note:

. From the initial set of unassigned drives, one is configured
as a hot spare.

. From the remaining set of unassigned drives, the
maximum number of 5+1 RAID logical drives is
configured.

. The Logical view and the Physical view are updated to
reflect the new configuration.

. If one to five drives remain, they are configured as

follows:

Ay o_f remaining Resulting configuration
drives
From3to 5 AnN+1RAID 5
logical drive is created.
2 A1+ 1RAID I
logical drive is created.
1 A hot spare is created.

Partially Managed Storage Subsystem Condition

A partially managed storage subsystem condition occurs when only one
controller was defined or could be reached when the storage subsystem
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was added or discovered. You are provided several indications of this
condition:

m  When you close the Add Device window.

m  When you attempt to manage a storage subsystem (that is, when
you open its Subsystem Management window).

m  Whenyou select the View Partially Managed Devices drop-down
list.

m  When you activate the tooltip on the storage subsystem by placing
your cursor over the storage subsystem in the device tree.

If a storage subsystem is partially managed, it will display "partially
managed" in the tooltip. (This tooltip is available only for directly
managed storage subsystems and is unavailable for host-agent managed
storage subsystems.)

This condition has different causes, depending on how the storage
subsystem is managed over the network:

m  If the storage subsystem is managed through each Ethernet
connection on the controllers (Directly Managed), either you have
not provided a host name or IP address of one of the controllers, or
there was a connection problem.

m  If astorage subsystem is managed through a host network
connection (host-agent managed), there was a problem detecting
one of the controllers in the attached storage subsystem.

To correct a partially managed condition for a directly managed storage
subsystem, use the following procedure:

1. From the Enterprise Management window,
click View —Partially Managed Devices.
The Partially Managed Devices window opens.

2. Make a note of the controllers that are listed (both known and
unknown). Use this information to identify the unknown
controller.The controller pairs are listed. The known controller is
listed first, followed by the unknown controller. The name or IP
address of the known controller, its associated storage subsystem,
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and a description of the known controller location, such as the
controller in slot A or slot B, are displayed.

3. From the Partially Managed Devices window, click Add More.
The Partially Managed Devices window closes. The Add Device

window opens.

From the Add Device window, specify the name or IP Address of

the controller that was listed in the Partially Managed Devices
window with an unknown designation, then select Add.

One of the following connecting messages is displayed while Fibre
Channel Storage Manager attempts to contact the specified name

or IP address:

If

Then

The Add Device window opens again

You have resolved the partially
managed condition for the particular
controller, go to step 6.

A Connection Problem dialog displays
as follows:

The specified device was
not accessible. Do you
want to add it as an
Unidentified Device?

Click No.

There is either a problem with the
physical connection or a faulty
controller. Go to step 5.

5. Check to make sure of the following conditions:

m  The Ethernet cable into the controller is not visibly damaged

and is securely connected.

m  The appropriate network configuration tasks have been
performed (for example, IP address assigned to the
controller, and so on). Refer to the Software Installation

Guide for details.

m  The controller is network-accessible. One way to do this is
to use the ping command to verify that the controller can be

reached.
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If Then

There was a cable or network Correct the problem and then repeat
accessibility problem step 4.

There was not a cable or network Turn the power to the controller
accessibility problem enclosure off and on. Repeat step 4. If

you continue to receive the Connection
Problem dialog, you might have a
faulty controller.

6. Repeat step 4 for each controller that is associated with a directly
managed storage subsystem that was listed with an Unknown
designation.

7. When you have added all names or IP addresses, click Close from
the Add Device window. One of the following conditions will
appear:

If Then

The Partially Managed Device dialogis | Either you have not resolved all of the
displayed again directly managed storage subsystems
or the remaining controllers listed are
associated with host-agent managed
storage subsystems.

The Partially Managed Devices dialog | You have resolved a partially managed
does not display again situation.

Correcting Partially Managed Condition

To correct a partially managed condition for a host-agent managed
storage subsystem, use the following procedure:

1. Select View —Partially Managed Devices.
The Partially Managed Devices window opens.

2. Make a note of the controllers that are listed (both known and
unknown). Use this information to identify the unknown
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controller.

The display shows controller pairs with the known controller listed
first, followed by the unknown controller. The display shows the
name or IP address of the host, the associated storage subsystem,
and a description of the known controller location such as the
controller in slot A or the controller in slot B.

3. From the Partially Managed Devices window, click Exit.
The Partially Managed Devices window is closed.

4.  Verify the connections and rescan the controller using the
following procedure:

a. Check the external cable between the host adapter and the
controller to make sure that it is securely connected.

b. Restart the host agent software on the host through which you
are having problems detecting the controller. Refer to the
Software Installation Guide for information about restarting
the host agent.

c. Highlight the Host in the device tree of the Enterprise
Management window and then click Tools —Rescan to
attempt to detect the controller in the storage subsystem.

d. To determine if the problem has been corrected, click View—
Partially Managed Devices in the Enterprise Management
window.

Note: There are two likely reasons that the host-agent software
could not detect the controller. There can be a connection
problem or the controller was installed or replaced since
the last time the host-agent software was started.

5. Repeat step 4 for each controller that is associated with a host-
agent managed storage subsystem that was listed with an unknown
designation.

Adding a Storage Subsystem

Use this option to manually add a directly managed or host -agent
managed storage subsystem to the management domain. It can take
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several minutes for the Fibre Channel Storage Manager to connect to the
specified device. Before using this option, verify that the appropriate
network configuration tasks have been performed. Refer to the Software
Installation Guide for details. To add a directly managed storage
subsystem, make sure that you provide the host name or IP address of
each controller in the storage subsystem. Note that the window allows
you to add only one address at a time. To add a host-agent managed
storage subsystem, add the host through which the storage subsystem is
attached to the network. The host will be displayed in the device tree
along with any attached storage subsystems.

To add a storage subsystem, use the following procedure:

1.  From the Enterprise Management window, open the Add Device
window in one of the following ways:

] Click the Add Host/Device icon.
] Click Edit — Add Device from the menu.

m  Right-click the node in the Enterprise Management window,
and click Add Device.

The Add Device window opens.

2. If the storage subsystem is a directly managed storage subsystem,
type a host name or IP address for one of the controllers in the
storage subsystem. If the storage subsystem is a host-agent
managed storage subsystem, type a name or IP address for the host
through which the storage subsystem is attached to the network.

3. Click Add.
The Connecting message window opens while Fibre Channel
Storage Manager attempts to contact the specified device.

4.  The following table list device connection status.
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Status Description

The device was successfully accessed. | The device is added to the device Tree
and the device table. Also, the
Connecting message window closes
and the Add Device window is
displayed again. You can either add
another device or click Close.

The device was not successfully The Connection Error message
accessed, because of an unresolved window is displayed.
host name. Click OK to return to the Add Device

window. You can either type a valid
host name or select Close.

The device was not successfully The Connection Problem message
accessed, because of an unsuccessful window is displayed.

connection to the name or IP address
of a controller in the Storage
Subsystem or an unsuccessful
connection to a Host.

| Click Yes to add the device to
the device tree as an
unidentified Node and close the
window.

] Click No to close the window
without adding the device.

After you click yes or no, the Add
Device window opens. You can either
add another device or select Close.

Note: If a Partially Managed Devices window opens after you
have clicked Close in the Add Device window, one or
more of the devices that you have added is only partially
manageable (that is, only one controller in a storage
subsystem has been defined). This window provides you
with information to assist you in determining what devices
still need to be defined.
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Using Automatic Discovery

Use the Automatic Discovery icon to automatically discover directly
managed and host-agent managed storage subsystems on the local
subnetwork and add them to the management domain.

Fibre Channel Storage Manager discovers host-agent managed storage
subsystems by discovering the hosts that provide network management
connections to the storage subsystems. Then, the host is displayed in the
device tree along with its associated storage subsystems.

Whenever you open the Enterprise Management window from a
particular management station and the configuration files containing
management domain data are not present or are empty, an Automatic
Discovery window opens. This window gives you an opportunity to
automatically add device (hosts and storage subsystems) from your local
subnetwork to your management domain.

{8 Confirm Initial Automatic Discovery

The Enterprise Management Window is not
configured to monitor any devices.

SelectYes to begin an automatic discovery on

g[ﬂ the local sub-network; this may take several
minutes. Select Mo to bypass the automatic
discovery process.

Ifyou select Mo, you can still use the Edit==Add
Device option to manually add the devices.

Mo | hew |

Note: This window also opens if the primary configuration file is
unusable and the backup configuration file is empty. It is also
displayed as part of the recovery sequence when the
configuration files have been damaged and have been reset as
empty files. Your selection will have one of the following
results:
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Selection Result

Yes An automatic discovery process
begins. For more information, see
"Discovery Storage Subsystems" in
the online help.

No To add devices to your management
domain, use the Add Device option
from the Enterprise Management
window. For more information, see
"Adding a Storage Subsystem" in the
online help.

The automatic discovery process sends out a broadcast message across
the local subnetwork and any device responding to the message is
included in the device tree view.

To start an automatic discovery, use the following procedure:

1. Do one of the following to display the Confirm Automatic
Discovery window:

m  Click the Automatic Discovery icon.
m  Select Tools— Automatic Discovery.

m  Right-click anode from the Enterprise Management
window, and click Automatic Discovery.

2. Click OK.

Fibre Channel Storage Manager begins the automatic discovery
process. The Progress dialog displays the message Performing
automatic discovery of devices, and the progress bar
begins to display relative progress, shown as a percentage of the
estimated time it will take to complete. During the Automatic Discovery
process, the software updates the Progress dialog for each new host and
storage subsystem that is discovered. At the end of the automatic
discovery process, the progress bar is cleared to show no activity, and
the Progress window displays the following messages:

| Automatic discovery completed. N new devices.
(where N is the number of devices found)
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| Automatic discovery completed. No new devices were
found.

Any discovered devices are displayed in the device tree and in the device
table.

Storage Subsystem Configuration

If you reset a storage subsystem configuration from a factory logical
drive configuration before you manually or automatically configure the
storage subsystem, you can reclaim disk space. Resetting a storage
subsystem configuration will also correct major configuration errors that
cannot be corrected using any other method.

All data currently stored on the storage subsystem will be lost. Do not
attempt this operation unless all data on the storage subsystem has been
backed up to tape or to another storage subsystem. Resetting the
configuration on the storage subsystem will also cause the following to
occur:

m  All logical drives and arrays will be deleted.
m  The user-supplied name will be deleted.

m  If you have password-protected your storage subsystem for
destructive operations, that password protection will be lost.

m  The controller pair will be set to Active/Passive mode.
To reset a storage subsystem configuration, use the following procedure:

1.  From the Subsystem Management window, click
Configure— Reset Configuration.
The Confirm Reset Configuration window opens.
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& Confirm Reset Configuration

Resetting the configuration on this Storage Subsystem
will cause the following to occur:

(13 all logical drives and arrays will he deleted, (2 the
user-supplied name will be deleted, {3) any user-supplied
password will be reset, and (4) the controller pair will be
setto activelpassive mode.
<

S oy will lose ALL data.
Before resetting vour configuration, make sure you save a
profile of the Starage Subsystem using the Storage
Suhbsystem==Frofile option.

Are you sure vou want to continue?

Yes..

2. Select Yes.
A second Confirm Reset Configuration is displayed.

3. If you are certain that you want to delete your entire storage
subsystem configuration, click Yes.
The current configuration is deleted, destroying any existing data
on the storage subsystem A controller-defined configuration is
applied (which may include a default logical drive). All other
drives are unassigned. The Logical view and the Physical view are
updated to reflect the new configuration.

Recovering from Storage Subsystem Problems

Use the Recovery Guru to help determine the cause of a problem with a
storage subsystem and to obtain instructions on how to correct the
problem. Where necessary, use the hardware documentation in
conjunction with the recovery steps to replace failed components. See
"Recovery Guru" on page 172.

Problem Notification
Indicators of a storage subsystem problem include:

m A Needs Attention storage subsystem icon displayed in:
- The Overall Health Status field, device tree, or device table of the
Enterprise Management window.
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- The Subsystem Management window Logical view.

m  The Recovery Guru Optimal icon in the Subsystem Management
window changes to a flashing Recovery Guru Needs Attention
toolbar button.

m  Non-optimal component icons are displayed in the Subsystem
Management window, in the Logical view and the Physical view.

m  Critical SNMP or e-mail error messages are received.

m  Hardware fault lights are received.
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Recovering from Storage Subsystem Problems

To recover from storage subsystem problems, use the following
procedure:

1. From the Subsystem Management window, do one of the
following:

m  Click the Recovery Guru icon.
m  Click Storage Subsystem —Recovery Guru menu.

m  Right-click the storage subsystem in the Logical view and
click Recovery Guru from the menu.

2. Select the first problem shown in the Summary view, then follow
the recovery steps to correct it. Repeat the procedure for each
listed problem. When all problems have been corrected, the
storage subsystem icon will change from Needs Attention to
Optimal. There are certain problems where a Fixing icon will be
displayed while an operation such as reconstruction is in progress.

3. Click Recheck to verify the success of the completed recovery
procedure.

Recovery Guru

The Recovery Guru window is divided into three views: Summary,
Details and Recovery Steps.

The Summary view displays a list of storage subsystem problems.
Multiple problems within a storage subsystem can be related, and the
order in which the problems are corrected can affect the outcome. Select
and correct the problems in the order in which they are listed in the
Summary group box.

Note: Multiple power-supply canister failures are grouped and listed
as one problem in the Summary group box. Multiple fan
canister failures are also listed as one problem.

The Details view displays information about the selected problem in the
Summary group box.

Note: You can use standard keyboard cut, copy, and paste operations
on text in this area
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The problem types are:

Problem type Information Shown
All Storage subsystem name
Controller | Slot identification (where
applicable, the appropriate
controller slot (A or B) is listed).
| Channel ID, for failed drive
SCSI channels.
| Serial number of controller.
Logical drive | Logical drive group sequence
number.
| Drive enclosure identification.
] Affected drive slots (if
applicable).
| Logical drive names.
| RAID level.
| Status.
Drive | Drive enclosure identification.
| Affected drive slots, listing slot
numbers.
Hardware components | Component type.
| Drive enclosure identification

The Recovery Steps view lists the appropriate steps to follow for the
selected problem in the Summary group box.
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There are four headings or statements that might appear in a recovery

procedure:
Heading Description

What Caused the Problem Summarizes the likely causes of the
problems

Caution Lists instructions or information that
can prevent data loss, service
interruption, or component problems

Important Notes Lists important information about
recovery process that should be read
before proceeding with the recovery
steps

Recovery Steps Lists appropriate steps for a selected
problem

Saving Recovery Information to a Text File
To save recovery information to a text file, use the following procedure:

1. Click Save As.
The Save window opens.

2. Select the subdirectory location in which to save the file.

Type the name of the new file in the appropriate text box, and click
OK.

The Save window is closed, and the file is saved in HTML format.
The file contains all of the information in the Details and Recovery
Procedure group boxes.

Specifying Storage Subsystem Cache Settings

You can specify when unwritten cache data should be written to disk
(flushed), and when a cache flush should stop, and you can specify cache
block size.

When the cache holds the specified start percentage of unwritten data, a
flush is triggered. When the cache is flushed down to the specified stop
percentage, the flush is stopped. For example, you can specify that the

174



controller start flushing the cache when the cache reaches 80% full or
stop flushing the cache when the cache reaches 16% full. Both the Start
flushing and Stop flushing parameters are percentages of the total cache
memory.

To change cache settings, use the following procedure:

1.  From the Subsystem Management window, click Storage
Subsystem —Change Cache Settings.
The Change Cache Settings window opens.

£ Cache Settings X

The startvalue must be greater than or equal to
the stop value

Cache flush settings

m -| Startflushing

@ 80%

80 = Stop flushing
4KB | Cache block size

QK | Cancel Help

2. In the Start Flushing drop-down list, select the percentage of
unwritten data in the cache that will trigger a cache flush.
A percentage that is too low increases the chance that data that is
needed for a host read will not be in the cache. It also increases the
number of disk writes necessary to maintain the cache level,
increasing system overhead and decreasing performance.

3. In the Stop Flushing drop-down list, select the percentage of
unwritten data that is held in the cache that will stop a cache flush
in progress.The lower the percentage that you specify, the greater
the chance that data for a host read would require a disk read than
being present in the cache.

4.  Select a cache block size that is appropriate for your applications
from the Cache block size drop-down list. Available choices
include 4 KB (a good choice for file system or database
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applications use) and 16 KB (a good choice for applications that
generate sequential I/0, such as multimedia).

5.  Click OK.
The storage subsystem controller cache settings are updated.

Using the Script Editor

Many storage management commands that are available through the
Subsystem Management window can also be sent to the storage
subsystem using statements in scripts. Use the Script Editor to create or
edit a script file, save a script file to the management station local disk,
or load a script file from disk. The Script Editor has an underlying
function that verifies statement syntax, interprets the statements,
converts statements to the appropriate protocol-compliant commands,
and passes the commands to the storage subsystem where they are run
by the storage subsystem controller. For a list of command statements
and how to use them, see Script Editor Command Reference in the
online help.

To open the Script Editor, select the desired storage subsystem in the
Enterprise Management window from either the device tree or device
table. Then, click Tools— Execute Script.

When the Script Editor window opens, there are two views in the
window:

m  Script view: Provides an area for typing and editing script
commands.

m  Output view: Displays verification or execution results.

A horizontal splitter bar divides the window between Script view and the
Output view. You can use the splitter bar to resize the views.
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i) Flute1_Upper - Script Editor - newscript.scr [_10O] ]
File Edit Tools Help

J*The following command assigns hot spare driwves.*/f
set drives [1,2 1,3] hotspare=true;

Performing syntax check...
Encountered "{" at line 2, column 12.
Was expecting:

[

Performing syntax check...
syntax check coumplete.

Script Usage Guidelines
The following are script usage guidelines:
m  All statements must end with a (;)

m  Each base command and its associated primary and secondary
parameters must be separated with a space.

m  The Script Editor is not case sensitive.
m  Each statement must be on a separate line.

m  Comments that are added to your scripts make it easier for yourself
and future users to understand the purpose of the command
statements.

Adding Comments to a Script

The Script Editor supports the following comment formats:

[ ] Text contained after two forward slashes // until an Enter character
is reached. For example:

//The following command assigns hot spare drives"
set drives [1,2 1,3] hotspare=true;
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You must end a comment beginning with // with an end-of-line
character, inserted by pressing the Enter key. If the Script Editor
does not find an end-of-line character in the script after processing
a comment, an error message is displayed, and the script is
terminated. This error commonly occurs when a comment is
placed at the end of a script and you have forgotten to press Enter.

] Text is contained between the characters /* and */.

/* The following command assigns hot spare drives.*/
set drives [1,2 1,3]hotspare=true;

A comment must begin with /* and end with */. If the Script Editor
does not find both a beginning and ending comment notation, an
error message is displayed, and the script execution is terminated.

Show Statement

Use the Show statement to imbed comments in your script that will
display in the Output view when the script runs. If you include Show
setting controller mode statement in your script the setting controller
mode is displayed in the Output view when the script is run. For more
information about the Show statement, see Script Editor Command
Reference in the online help.

Verifying Script Syntax

The Script Editor engine parses the statements, one line at a time, in your
script file and verifies that they have the correct syntax. Any syntax
errors are displayed in the Output view, reporting the line number of the
error and description of the error. If the Script Editor encounters a
syntax error, no further syntax verification is performed on the script.
Correct the syntax error and rerun the Verify Syntax command to
validate the error correction and check the remainder of the statements
in the script.

To verify the script command syntax, from the Script Editor window,
click Tools —Verify Syntax.

Script Editor File and Edit Options

The script editing options are:
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Options

How to Perform

Open a new script

Click File —New Script.

The Script view is cleared for new
script input and the Output view is
cleared.

Edit an existing script

1. Click File— Load Script.
The Load Script file selection
window opens.

2. Click the script file you want to
edit from your file system, and
then click OK.

The Load Script dialog closes
and the selected script file is
loaded into the Script view.

Save the script in the Script View

without prompting for a new file name.

Click File —Save Script.

If you exit from Script Editor without
saving a modified script, you are
prompted to save your script before
exiting.
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Options

How to Perform

Save the script in the Script view with
a new file name.

Click File— Save Script As.
The Save Script As window
opens. Any subdirectory folders
and file names with a .scr
extension is listed. To show all
files, click All Files from the
Files of type list box.

Select a subdirectory folder,
name the script file, and click
Save.

The Save Script As window
closes and the script file is saved
in the selected directory.

Note:  You can specify any
file extension, but the
Save Script As dialog
by default shows files
with a .scr extension.
The Script Editor
does not automatically
append the .scr to the
end of the file.
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Options

How to Perform

Save the script execution results to a
local file

1. Click File —Save Output As.
The Save Output As window
opens, listing any subdirectory
folders and showing any
filenames with a .txt extension.
To show all files, click All Files
from the Files of type list box.

2. Select a subdirectory folder, if
desired, name the output file,
and click Save.

The Save Output As dialog
closes, and the output file is
saved in the selected directory

Note:  You can use any file
extension, but the
Save Output As
dialog by default
shows files with a .txt
extension. The Script
Editor does not
automatically append
the .txt extension.

Cut selected text from the script in the
Script view

Click Edit— Cut .

Copy selected text from the Script view
or Output view to system memory

Click Edit— Copy.

Paste information from system
memory into the script

Click Edit —Paste.

Clear the text in the Script view

Click Edit —Clear Script.

Clear the text in the Output view

Click Edit —Clear Output

Select all of the text in the Script view

Click Edit— Select All

Interpreting the Script Execution Results

During script execution, messages are displayed in the Output view
beginning with
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Executing script...
After a successful script execution, you see the message
Script execution complete.

If there is an error during the parse phase, an error message is displayed
in the Output view giving the line and column number and a description
of the syntax error.

If you type the statement in a script:

set controller[a] mod = passive;

in a script, the resulting syntax error

Encountered "mod" at line 2, column 19
was expecting one of...
"mode"....

"availability"...

"NVSRAMbyte". ..

is displayed in the Output view.

If there is an error during execution, a message is displayed in the output
area stating that the command failed and reporting a description of the
error.

If you type the statement
set logical drive [three] userLabel = "OneOne';

in a script, be sent to the Storage Subsystem in an Unresponsive state.
The resulting error is displayed:

Unable to change the logical drive user label using the Set
Logical Drive command at line 1

error - 1 Could not communicate with the Storage Subsystem
to complete this request.

Certain execution errors, including the inability to communicate with
the storage subsystem, always cause script execution to halt. In these
cases, execution stops even if you have used the ON Error Continue
statement. For more information, see Recovering from an Unresponsive
Controller or Storage Subsystem Condition, in the online help.
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Executing Scripts

The Script Editor parses the command statements in the script, interprets
and converts the statements to the appropriate commands, and sends the
commands to the storage subsystem controller. If a syntax error is
encountered, the execution stops and an error message is displayed.
Correct the error, and then use the Verify Syntax or Verify and Execute
options to validate the error correction.

To run the currently loaded script, click Tools —Verify and Execute or
Tools— Execute Only (Both options display an error message if a
syntax error is encountered, but

Tools —Verify and Execute checks the script one line at a time for
correct syntax before the scriptis executed, and it provides syntax error
feedback in the Output view.

If an execution error occurs, the script might or might not continue to
execute depending on the included On Error script statement.

m  The On Error Stop statement stops the script if an execution error
is encountered (this is the default).

m  The On Error Continue statement allows the script to continue
even after an execution error is encountered.

Configuration File Errors

There are three possible configuration file errors:

Configuration File Startup Error

Either configuration file (emwdata.bin and emwback.bin) is
discovered to have a read or write permissions problem when
you are starting a management session. Follow the instructions
on the window to recover from the error.

Note: When you click OK on this window, the Enterprise
Management window closes. You must correct this
error before you can successfully open a management
session.
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Configuration File Write Error

Either configuration file (emwdata.bin and emwback.bin) is
discovered to have a read or write permissions problem during
a management session, or the write fails because the local disk
is full. Follow the instructions on the dialog to recover from the
error.

Note: Do not click Cancel if you want to attempt to correct
the problem. Correct the problem and then click Retry.

Configuration File Corruption Error

Both configuration files (emwdata.bin and emwback.bin) are
damaged and cannot be recovered, or one of the configuration
files is damaged and the other one is missing.

Note: Make sure that you record the location of the directory
path that is listed on the error dialog. You might need
to use this directory path in the Recovery from a
Configuration File Corruption Error procedure.

Recovering from a Configuration File Corruption
Error

When a configuration file corruption error occurs, the only action you
can initially take is to click OK because the current configuration files
cannot be recovered. Clicking OK will replace the configuration files
and reset them to empty files. This results in the Enterprise Management
window displaying no devices, reflecting an empty management
domain. After you click OK, you are given an opportunity to perform
an automatic discovery to add devices back to the management domain
and rebuild your files.
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You have the following choices:

Use alternate configuration files

Use either a backup copy of your configuration files or
configuration files from another management station:

1.  Click No at the Automatic Discovery window.
2.  Exit from the Enterprise Management window.

3. Copy the backup files from the alternative directory to the
directory that is specified in the error dialog.

4.  Restart the Enterprise Management window.

Verity the displayed devices and, if necessary, use the
Add Device option to add any devices that are missing.

Note: Use backup copies of your own configuration files. If
these are not available, you can use another system
administrator’s files that have been generated from
either the same or a different management station.

Rebuild your configuration files

If you do not have backup copies of the configuration files, you
will have to completely rebuild your management domain using
one of the two listed alternatives:

m  Click Yes if you want to perform an automatic discovery
to repopulate the management domain.

m  Click No if you want to manually add the devices back to
the management domain using the Add Device option.

Defining Security

To maximize storage subsystem security use the password option. From
the Subsystem Management window, select
Storage Subsystem— Change Password.
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Setting or Changing a Storage Subsystem Password

Use the Change Password option to establish a new or change an
existing one.

Unless you specify a password using this option, all options are
available within Fibre Channel Storage Manager. If you specify a
password, any option that is destructive will be password protected.
The controller firmware determines which options are destructive.

Implementing destructive commands on a storage subsystem can cause
serious damage, including data loss. Use a long password with a
minimum of 15 alphanumeric characters to increase security.

Notes:

. If no password has previously been set, no current password is
required to establish a new password.

. The password is stored on the storage subsystem. Therefore, if
desired, you will need to provide a password for each storage
subsystem.

. You cannot change a storage subsystem password unless the

current password is supplied first. The Storage Subsystem
password must be cleared through a specific controller shell

command.
. The maximum password length is 30 characters.
. Passwords are case sensitive. Remember your use of uppercase

and lowercase letters when you change a password.

. Trailing white spaces are not removed from passwords. Be
careful not to include trailing spaces in the new password,
because they can be difficult to type accurately in the future.

. If you no longer want to have the destructive operations
password protected, enter the current password, then leave the
New password and Confirm password text boxes blank.
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To set or change a Storage Subsystem password, use the following
procedure:

1. From the Subsystem Management Window, click the Storage
Subsystem— Change Password.
The Change Password window opens.

Note: Ifyou are setting the password for the first time, you do not
need to type the current password. Skip step 2 and go to
step 3.

2. Type the current password in the Current password text box.
Press the Tab key to move to the New password text box.

3. Type the new password in the New password text box.
Press the Tab key on your keyboard to move to the Confirm
password text box.

4.  Type the new password in the Confirm password text box must
match the password in the New password text box.

5.  Click OK or press Enter to change the Storage Subsystem
password.
The Password Successfully Changed confirmation window is
displayed.

6. Click OK to close the Password Successfully Changed window.

Note: While you are in the current management session, you will
not be asked for a password when you attempt a
destructive operation because you have just set the
password from that management station. However, the
next time you start the Subsystem Management window,
you will be prompted for a password the first time you
attempt a destructive operation.

Entering a Storage Subsystem Password
The Enter Current Password window is displayed when:

m A storage subsystem password has been specified (as shown in
Setting or Changing a Storage Subsystem Password on page 186).

B You are attempting to use a password protected option.
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The options that are password protected are determined by the controller
and are generally those that cause destructive Storage Subsystem
operations.

Notes:
. Only asterisks are displayed when you type a password.
. Passwords are case sensitive.
. Trailing white spaces are removed from passwords when they

are set; be careful to include white spaces if they were included
as part of the password.

. There is a 30-character maximum password length.

. You will be asked for the password only once during a single
management session. However, if a user who is managing the
same storage subsystem from another management station
changes the password while your session is in progress, you will
be prompted for a password the next time you attempt a
destructive operation.

. The first time a destructive operation is attempted during the
management session, the Enter Current Password window is
displayed containing the initial instructions. If an invalid
password is typed, the Enter Current Password window is
displayed again with instructions indicating that an invalid
password was supplied. The Enter Current Password window
will be repeatedly displayed until either the correct password is
supplied or you click Cancel.

. There is no limit to the number of times a password can be tried.
To enter a storage subsystem password, use the following procedure:

1.  In the Enter Current Password dialog, type the storage subsystem
password.

2. Select OK to enter the password.
The Enter Current Password window is closed, and the attempted
operation completes.

Note: If you do not know the password, click Cancel. An error
message is displayed indicating that the operation cannot
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be completed because a password has not been typed.
Click OK to close the window.

Using Passwords in the Script Editor

If destructive commands are contained in a script, a command line
password must be entered in the script using the SET command. See
"Using the Script Editor" on page 176.

Defining an Array

The first step in creating an individual logical drive from unconfigured
capacity is to define an array. When you define the array, you specify
two parameters: RAID level and capacity.

This window is available only when you are creating logical drives from
the unconfigured capacity node. If you are creating a logical drive on an
existing array using a free capacity node, this dialog is bypassed
because the array (and it associated drives and RAID level) have already
been specified. For a free capacity node, the only window that is
displayed is the Specify Logical Drive Parameters window.

To create an array and specify Logical drive parameters, use the
following procedure:

1. Right-click an unconfigured capacity in the Logical view and click
Create Array
The Create Logical Drive - Select Array window opens.
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Create Logical Drive - Select Amay

RAID level selectian

RAID 5 - High )0 Mode
- Data and redundant information (parity) striped across
drives

- One drive's worth of capacity used for redundancy.

- Good for smallimedium, random FOs

- &ny two-drive failure in same group causes TOTAL data
logs.

Capacity selection

Automatic Manual
Array Capacity Drives Channel Protection
16.673 G L res -
33.823 6B 3 o res
BT.725GB 3 o res
25,309 GB 4 » Tes
50.735 GB 4 w Tes
101.587 GB 4 o Tes
33745 GE 5 o ves
135448 GB 5 o ves
42181 GB B o ves
S0.618 GB 7 o res
59.054 GB 8 o ves =l
Cancel | et Help

In the RAID level selection drop-down list, specify the RAID
level that will meet your data storage and protection requirements.
RAID level choices include RAID 0, RAID 1, RAID 3, and RAID
5.

In the Capacity selection group box, select a method for defining
the available drives to be used in the array. The methods are
automatic and manual.

Select the available arrays capacity, drives and channel protection.
See "Channel Protection” on page 207.

Click Next.
The Specify Logical Drive Parameters window opens.
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&5 Create Logical Drive - Specily Logical Drive Parameters

Summary

RAID level: RAID 5

Maximum capacity: 33.823 GB

Mew [ogical drive capacity:

\ e o~

Narne (30 characters maximumy:

[2

Expected Iogical drive usage

‘Flle Systern (typicaly -
Segment size

[Based on Expested Usage -~

Gaontroller ownership Logical Drive-to-LUN mapping

& Slota & Default

 Siote © None (map later

Cancel =Back | Finish Help

6.  Specify the capacity units and logical drive capacity.
Use the drop-down list to indicate capacity units (in MG or GB)
and use the list box to indicate the specific numeric capacity. You
cannot specify a capacity greater than the value shown in the
Summary area at the top of the window.

B You can type up to three decimal places for the capacity.

m  If you type a capacity larger than the maximum, the value
will default to the maximum capacity when you move to
another area on the dialog or when you select Finish.

m  If you type a capacity that is less than the maximum, make
sure that you leave enough remaining capacity to enable you
to create one or more additional logical drives that meet your
application needs.

7.  In the Name text box, specify the logical drive name.
Choose the unique, meaningful name that helps you identify the
logical drive. Generally, a meaningful name describes the data that
will be stored on the logical drive.There is a 30-character
maximum. If you choose the name of a logical drive that duplicates
the name of another logical drive in the storage subsystem, an error
message is displayed and you are prompted to choose another
name. Any leading and trailing spaces in the name are deleted.
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8. In the Expected logical drive usage drop-down list specify the
expected usage of the logical drive based on your application
needs.

The expected logical drive usage that you specify is used by the
controller firmware to indicate an appropriate default logical drive
usage, including file system (the default), database, and
multimedia.

9.  Inthe Segment size drop-down list, select an appropriate segment
size for your application. You can select the default (based on
expected usage), 8K, 16K, 32K, 64K, 128K, or 256K. (You can
change the logical drive segment size later using the Change
Segment Size option. For more information, see Changing
Segment Size in the online help.)

10. Under Controller ownership, specify controller ownership (a
preferred controller).This option is available only if you are using
dual active controllers. Choices include either the controller in slot
A or the controller in slot B.

Review the following table.

If you are creating this logical

drive from: e

An unconfigured capacity node The storage subsystem controller
firmware automatically selects a
preferred owner.

You can change the preferred owner by
selecting the other controller radio
button.

A free capacity node The preferred owner is set
automatically by determining the
owner of the other logical drives in the
array.

You cannot change controller
ownership because the same controller
must own all logical drives in the same
array.

11. Under Logical Drive-to-LUN mapping, specify whether the
logical drive should have a default mapping or be left unmapped.
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For more information, see Introducing Storage Partitions in the
online help.

Default Mapping

The logical drive will be available to all host groups or
hosts that do not have specific logical drive-to-LUN
mappings. (All hosts or host groups in the default host
group can access the logical drive.)

You can change the default mapping at a later time using
the Storage Partitions Definitions window.

No Mapping (map later)

The logical drive cannot be accessed until you make a
specific logical drive-to-LUN mapping using the Storage
Partitions Definitions Window.

This option is not available if you have not enabled the
Storage Partitions premium feature.

12. Click Finish.
If the logical drive is created successfully, the Logical Drive
Successful window opens. If there are any errors, an error
message is displayed.

13. Click OK.
A logical drive (or array/logical drive) is created with the specified
RAID level and parameters. You are returned to the Storage
Subsystem Management window. The Logical view is updated to
reflect the addition of the new array, logical drive, or both and the
subtraction of capacity from either the free capacity node or the
unconfigured capacity node.

14. Perform any operating system modifications that are necessary on
the application host so that the applications can use the logical
drive. See the Installation and Support Guide specific to your
operating system.
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Defragmenting an Array

You can consolidate all free capacity on a selected array so that
additional logical drives can be created from the maximum amount of
free capacity. A fragmented array can result from the deletion of logical
drives or from not using the entire available free capacity in a free
capacity node during logical drive creation.

For example, you have two logical drives, named New York and Dallas.
Each logical drive is 2 GB. You would like to create a new logical drive,
named Chicago of 2 GB in the same array. There is 2 GB of space
available in the array, but it is split between two Free Capacity nodes that
are not contiguous and cannot be organized into a single logical drive.

To create a new logical drive Chicago of 2 GB, you must first
defragment the array so that the space in the two free capacity nodes is
contiguous.

To use the Defragment an array option, all logical drives in the array
must be online and optimal, and there can be no logical drive
modification operations (such as Change of Segment Size) in progress.
You cannot cancel the operation after it begins. To defragment an array,
use the following procedure:

1. From the Subsystem Management window, select an array in the
Logical view, and click Array Defragment
The Confirm Defragment window is displayed.

2. Click Yes.
All free data blocks on the free capacity nodes are consolidated
into one free capacity node containing a large set of contiguous
data blocks. The Logical view is updated to display the larger,
single free capacity node. You can select this free capacity node
for logical drive creation.

Adding Free Capacity to an Array

You can expand the capacity of a selected array by adding unassigned
drives. The result of the expansion causes additional free capacity to be
included in the array. You can use this free capacity to create additional
logical drives.
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Notes:

. You cannot cancel this operation after it begins.
. Your data remains available during this operation.
. The array must be in an Optimal state before you can perform

this operation.

. This option will work only if there are unassigned drives in the
storage subsystem.

. Existing logical drives in the array do not increase in size as a
result of this operation. Existing logical drive capacity is
redistributed over the larger number of drives.

. There is a controller firmware-determined limit to the number of
drives that you can select for a single Add Free Capacity
operation. Selecting more drives than the allowed number
causes an error message to be displayed. However, after you
have completed the first Add Free Capacity operation, you can
repeat the option to add more drives until the desired capacity is
reached.

. In a RAID 1 logical drive, you must add a minimum of two
drives. (You must add an even number of drives, half of which
are used for redundancy).

. Whenever possible, select drives that have a capacity equal to
the current drive capacities in the array.

. If you must add unassigned drives with a smaller capacity, be
aware that the usable capacity of each drive currently in the
array will be reduced so that the drive capacity is the same
across the array. If there is data on the current drives in the array
that could be lost when the usable capacity is reduced, an error
message is displayed.

. If you must add unassigned drives with a larger capacity, be
aware that the usable capacity of the unassigned drives that you
add will be reduced so that they match the current drive
capacities in the array.

To add free capacity to an array, select an array in the Logical view and
use the following procedure:
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From the Storage Subsystem window, select Array— Add Free
Capacity.

The Add Free Capacity window opens. The window displays the
RAID level and the existing drive capacities of the selected array.
A table is also displayed that contains information about the
unassigned drives that are available for selection. For Fibre
Channel drives, the ID is the actual ID rather than the preferred ID.

&5 Add Free Capacity
Artay information
RAID level: 5
Drive capacities in array: All 8.436GB
Availahle drives (select up to two)
Enclosure | Slot Usable Capacity
22 4 8.436GB
4 10 0.436GB
4 8 8.436GB
4 7 8.436GB
22 10 0.436GB
22 8 8.436GB
22 7 8.436GB
Cancel ‘ Heln |
Notes:

. If you are adding SCSI drives, it is best to select drives that
are on different channels so that the impact of a channel
failure is minimized.

. Whenever possible, select drives that have a capacity
equal to the current drive capacities in the array.

Under Available drives, select up to the maximum allowable
number of drives in the list, using Ctrl+ Click or
Shift+ Click for drives that are next to each other on the list.

Select Add.
The Add Free Capacity Confirmation window opens.

Click Yes to add the capacity to the array.
The Add Free Capacity operation begins.
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For detailed information on Logical view changes and Physical
view changes after adding free capacity to an array see online help.

Redistributing Arrays

By redistributing arrays, you can move arrays (and their associated
logical drives) back to their preferred owners. Typically, multiple-path
device drivers move arrays from their preferred controller owner when
there is a failure in the connection between the host and the storage
subsystem. This option is not available if all arrays are currently owned
by their preferred controllers, or if no logical drives exist on the storage
subsystem.

If you use this option without a multiple-path device driver installed on
the hosts, stop I/O to the logical drives while this operation is in progress
to prevent application errors. You might also need to make operating

system modifications to recognize the new I/O path to the logical drives.

To redistribute arrays, use the following procedure:

1. From the Subsystem Management window, click Storage
Subsystem— Redistribute Array.
The Redistribute Arrays confirmation window opens.

2. Click Yes.
All storage subsystem arrays are redistributed back to their
preferred owners. Selecting an array in the Logical view displays
an associated controller in the Physical view that is both the current
owner and the preferred owner.

Note: Under certain application host operating system
environments, a reconfiguration of the host device driver
might be an additional requirement.

Logical Drive

A logical drive is the logical entity that is created to store your data. You
can create a single logical drive from either unconfigured capacity or
free capacity. With larger capacity-drives and the ability to share
logical drives across multiple hosts, you might want to create more than
one logical drive per array to better organize your data. Click the Create
Logical Drive icon for each new logical drive that you want to create.
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Note: For certain operating systems, you can create only a single
logical drive on the array and it must use all of the available
capacity. Fibre Channel Storage Manager enforces these
restrictions when they apply to your operating system.

There can be host operating-system-specific limits on the
number of logical drives that the host can access. Keep this in
mind when creating logical drives for use by a particular host.
After creating one or more logical drives, run the host-based
SM7devices utility to correlate logical drive names with host
device names. For information on using this utility, see the
Installation and Support Guide.

Creating a Logical Drive

To create a logical drive, select either a Unconfigured Capacity node or
Free Capacity node from the Logical view in the Storage Subsystem
menu and use one of the following procedures:

m  Click the Create Logical Drive icon.
m  Click Configure —Create Logical Drive.

m  Right-click the Unconfigured Capacity or the Free Capacity and
click Create Logical Drive.

Creating a Logical Drive from Unconfigured Capacity

To create an individual logical drive from unconfigured capacity you
must first define an array and then specify the logical drive parameter.
See the procedure in "Defining an Array" on page 189.

Deleting a Logical Drive

You can delete a logical drive that was created with the wrong
parameters or capacity or no longer meets application storage needs.
This will result in an increase of free capacity in the array or additional
unconfigured capacity. Deleting a logical drive causes the loss of all data
that is contained on the logical drive. Back up the data and stop all I/O
before performing this operation. In addition, if a file system is mounted
on the logical drive, unmount it before attempting this operation.

Unless the logical drive is in a Failed state, you cannot delete a logical
drive that is initializing or reconstructing or that is part of an array that
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contains a drive that is undergoing a copyback operation or undergoing

a modification operation such as a change of segment size.
To delete the a Logical drive, use the following procedure:

1. Select the logical drive in the Logical view and click Logical
Drive —Delete.
The Confirm Delete window opens.

2.  Click Yes.

The logical drive is deleted and any data that was on it is destroyed.

The following table list additional considerations.

Ifthe deleted logical drive
was

Then

The only logical drive in the | The drives associated
array with the deleted logical
drive return to an
unassigned state in the
Physical view.

| The array is removed
from the Logical view.

| The raw capacity of the
newly unassigned
drives is added to the
unconfigured capacity
node in the Logical

view.
One of the multiple logical The size of the free-capacity
drives in the array node is increased if the

deleted logical drive was
adjacent to a free-capacity
node in the array. Otherwise,
a new free-capacity node is
created.

3. If you see system error messages relating to this deleted logical

drive, reconfigure or restart you host system to permanently
remove any system information about this logical drive.
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Changing Logical Drive Parameters

Click Create Logical Drive—Specify Logical Drive Parameters
window to specify the logical drive name, usage, desired capacity,
controller ownership, and storage partition mapping preference.

i Create Logical Drive - Specify Logical Diive Parameters

Summary
/EIE RAID level: RAID 5
Maximum capacity: 33.823 GB
Mew logical drive capacity;
BREE 2| [on ~
Marmne (30 characters maximumm)
[
Expected logical drive usage
[Fite svstem vpican hd
Segment size:
[pased on Expected Usage -~

Controller ownership Logical Drive-to-LUN mapping

& Siota & Default

© SlotB ¢ Mene (map aten

Cancel <Back ‘ Finish | Help

If you select a free capacity node when selecting the Create Logical
Drive option and there are no valid logical drive candidates, an error
message is displayed and you are returned to the Storage Subsystem
Management window.

To specify logical drive parameters, use the following procedure:

1. Inthe New logical drive capacity drop-down list, specify the
capacity units and logical drive capacity.
Use the drop down list to indicate capacity units (in MG or GB)
and use the list box to indicate the specific numeric capacity. The
maximum value is shown in the Maximum capacity field.

m  You can type up to three decimal places for the capacity.

m  If you type a capacity larger than the maximum, the value
will default to the maximum capacity when you move to
another area on the dialog or when you click Finish.

m  If you type a capacity that is less than the maximum, make
sure that you leave enough remaining capacity to enable you
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to create one or more additional logical drives that meet your
application needs.

2. In the Name text box, specify the logical drive name.
Choose a unique, meaningful name that helps you identify the
logical drive. Generally, a meaningful name describes the data that
will be stored on the logical drive.There is a 30-character
maximum. If you choose the name of a logical drive that duplicates
the name of another logical drive in the storage subsystem, an error
message is displayed and you are prompted to choose another
name. Any leading and trailing spaces in the name are deleted.

3.  From the Expected logical drive usage drop-down list, specify the
expected usage of the logical drive based on your application
needs.

The expected logical drive usage that you specify is used by the
controller firmware to indicate an appropriate default logical drive
usage, including file system (the default), database, and
multimedia.

4.  Inthe Segment size drop-down list, select an appropriate segment
size for your application. You can select the default (based on
expected usage), 8, 16, 32, 64, 128, or 256K. (You can change the
logical drive segment size later using the Change Segment Size
option. For more information, see Changing Segment Size in the
online help.)

5. In the Controller ownership group box, specify controller
ownership (a preferred controller).This option is available only if
you are using dual active controllers. Choices include either the
controller in slot A or the controller in slot B.

Review the following table.
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If you are creating this logical
drive from:

Then

An unconfigured capacity node

The storage subsystem controller
firmware automatically selects a
preferred owner.

You can change the preferred owner by
selecting the other controller radio
button.

A free-capacity node

The preferred owner is set
automatically by determining the
owner of the other logical drives in the
array.

You cannot change controller
ownership because the same controller
must own all logical drives in the same
array.

In the Logical Drive-to-LUN mapping group box, specify
whether the logical drive should have a default mapping or be left
unmapped. For more information, see Introducing Storage

Partitions in the online help.

Default Mapping

The logical drive will be available to all host groups or
hosts that do not have specific logical drive-to-LUN
mappings. (All hosts or host groups in the default host
group can access the logical drive.)

You can change the default mapping at a later time using
the Storage Partitions Definitions window.

No Mapping (map later)

The logical drive cannot be accessed until you make a
specific logical drive-to-LUN mapping using the Storage
Partitions Definitions window.

This option is not available if you have not enabled the
Storage Partitions premium.
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7. Click Finish.
If the logical drive is created successfully, the Logical Drive
Successful window opens. If there are any errors, an error message
is displayed.

8. Select OK.
A logical drive (or array/logical drive) is created with the specified
RAID level and parameters. You are returned to the Storage
Subsystem Management window. The Logical view is updated to
reflect the addition of the new array, logical drive, or both and the
subtraction of capacity from either the free-capacity node or the
unconfigured-Capacity node.
To change other logical drive parameters, see Specifying Logical
Drive Properties in the online help.

9.  Perform any operating system modifications that are necessary on
the application host so that the applications can use the logical
drive. See the Installation and Support Guide specific to your
operating system.

Applying Individual Logical Drive Properties to
All Logical Drives

To apply all settings of an individual logical drive (modification priority,
cache, and media scan) to all other logical drives in a storage subsystem,
right-click a logical drive and click Properties. The Logical Drive
Properties window opens. Select the Apply Settings to All Logical
Drives check box. Click OK. Use this check box only if you want all of
the logical drives to share the same settings. This option overwrites any
current settings on the other logical drives in the storage subsystem.
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% Logical Drive Properties

Elase] Cache

Enahble background media scan

~

'
Uze the Storage Subsystem==Change Media Scan Settings aption ta
viewlchange the duration over which the scan will operate.
IMPORTAMT: The media scan is currently disahled at the Storage

Subsystem level. You must enahle this setting using the Starage
Subsystem==Change Media Scan Settings option

Apply settings (priority, cache, and media scan) to ALL logical drives

Ok Cancel Help

Creating a Logical Drive from Free Capacity

Because the free capacity is on an existing array only, the overall
capacity (that is, the number of drives) and RAID level have already
been specified. Therefore, the Select Array window is bypassed when
you create a logical drive from free capacity. When you select a free-
capacity node, the only step that is required is to specify the parameters
for the individual logical drive that you plan to create on the array. Use
the Specify Logical Drive Parameters window to specify those
parameters. For more information, see "Changing Logical Drive
Parameters", page 200.

Failing a Drive

Note: This operation could result in data loss or the loss of data
redundancy. Do not use this operation unless advised to do so
by the Recovery Guru. This operation will fail when there is a
logical drive modification operation in progress

Data loss will occur under the following conditions:

m  Failure of a single drive in a RAID 0 logical drive
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m  Failure of a single drive in a degraded RAID 1 logical
drive, if the failed drive is the mirror drive of another
failed drive

m  Failure of a single drive in a degraded RAID 3 or 5 logical
drive

m  Failure of two or more drives in an Optimal RAID 3 or 5
logical drive

Loss of data redundancy will occur under the following
conditions:

m  Failure of a single drive in a RAID 1 logical drive

m  Failure of a single drive in an Optimal RAID 3 or 5 logical
drive

To fail a drive or drives, use the following procedure:
1. Select one or more drives in the Physical view.

2. Click the Drive— Fail.
The Confirm Fail Drive window opens.

3. Click Yes.
The drives fail and the window closes. The drive in the Physical
view is shown in the Needs Attention state in the selected mode.

Note: If you are going to remove the drive, make sure at least 30
seconds have elapsed before you remove the drive.

If the drive was assigned to an array, the Logical view changes are
shown in the following table.

If Then
The logical drive was Optimal before The logical drive changes to a
the drive was failed Degraded state in the Logical view.

The logical drive was Degraded before | The logical drive changes to a failed
the drive was failed. state in the Logical view.
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Reconstructing a Drive

Start manual reconstruction of a drive only when instructed to do so by
Recovery Guru.

This option is only available when a drive is assigned to a RAID 1, 3, or
5 array with either a Failed state or a Replaced state, and reconstruction
did not automatically start.

To reconstruct a drive manually, use the following procedure:
1. Select one or more drives in the Physical view.

2. Click Drive—Reconstruct.
The Confirm Reconstruct window opens.

3. Click Yes.
The Confirm Reconstruct dialog is closed and the drive starts to
reconstruct. The drive icon in the Physical view changes to
Optimal. The associated logical drive icons in the Logical view
change to Operation in Progress during the reconstruction, then to
Optimal when the reconstruction is finished.

To view the reconstruction progress, select a logical drive in the Logical
view that is associated with this drive, then click Logical —Drive
Properties.

Initializing a Drive

You must initialize a drive when you have moved a subset of drives that
were previously part of a multiple-drive array from one storage
subsystem to another. Because you did not move the entire set of drives,
the logical drive/array information on the drives is incomplete.
Therefore, to erase all logical drive/array information on these drives
and make them available again for new logical drive creation, you must
initialize these drives. This will erase the logical drive/array information
and return the selected drives to an unassigned state, adding new or
additional unconfigured capacity to the storage subsystem. You can use
this capacity to create additional logical drives.

To initialize selected drives, use the following procedure:

1.  From the Physical view, select one or more drives that you want to
initialize.
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2. Click Drive— Initialize menu.
The Initialize Drive window opens.

3. Click Yes.
The drive initialization process begins, and the drive in the
Physical view returns to an unassigned state.

The Logical View is updated as follows:

If Then
An unconfigured-capacity node didnot | A new unconfigured capacity node is
exist prior to the drive initialization added to the Logical view, containing
operation the raw capacity of the newly

initialized drives.

Anunconfigured-capacity node existed | The raw capacity of the newly
prior to the drive initialization initialized drives is added to the
operation existing unconfigured-capacity node.

Channel Protection

When creating logical drives from unconfigured capacity, the storage
management software displays either Yes or No in the Channel
Protection column for each array candidate. See "Defining an Array" on
page 189.

In a SCSI environment, channel protection depends on the RAID level
of the array and how many drives are present on any single drive
channel. For example, a RAID 5 array would not have channel
protection if more than one was present on a single drive channel.

In a Fibre Channel environment, channel protection is usually present
for any array candidate, because when the storage subsystem is properly
cabled there are two redundant Fibre Channel arbitrated loops for each
drive.

Media Scan

A Media Scan is a background process that runs on all logical drives in
the storage subsystem for which it has been enabled, providing error
detection on the drive media. The advantage of enabling the Media
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Scan process is that the process can find media errors before they
disrupt read and write operations. The Media Scan process scans all
logical drive data to verify that it can be accessed, and optionally scans
the logical drive redundancy data as well.

You can set the duration over which the Media Scan runs. Right-click a
logical drive, and click Properties. The Logical Drive Properties
window opens. Click the Media Scan tab.

To enable a background Media Scan for a logical drive, select the Enable
background scan check box.

To enable a redundancy check during a Media Scan, select the With
redundancy check option.

% Logical Drive Properties

Elase] Cach

Enahble background media scan

~

'
Uze the Storage Subsystem==Change Media Scan Settings aption ta
viewlchange the duration over which the scan will operate.
IMPORTAMT: The media scan is currently disahled at the Storage

Subsystem level. You must enahle this setting using the Starage
Subsystem==Change Media Scan Settings option

Apply settings (priority, cache, and media scan) to ALL logical drives

Ok Cancel Help

During the redundancy check, all data blocks in a logical drive are
scanned, and:

m  InaRAID 3 or 5 logical drive, redundancy is checked and
repaired.

m  InaRAID 1 logical drive, the data is compared between the
mirrored drives and data inconsistencies are corrected.

Note: RAID 0 logical drives have no data redundancy.
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A media scan discovers the following errors and reports them to the
Event Log:

Error Description

Unrecovered media error The drive could not read the requested
data on its first attempt or on any
subsequent retries.

This occurs on Logical drives with
redundancy protection. Data is
reconstructed, rewritten to the drive,
and verified. The error is reported to
the Event log.

Recovered media error The drive could not read the requested
data on its first attempt, but succeeded
on a subsequent attempt.

The data is rewritten to the drive and
verified. The error is reported on the
Event log.

Redundancy mismatches Redundancy errors are found and a
media error is forced on the block
stripe so that it is found when the drive
is rechecked. If redundancy is
repaired, this forced media error is
removed.

The first 10 redundancy mismatches
that are found on a logical drive are
reported to the event log.

The Media Scan checks for redundancy
only if the optional redundancy check
box is enabled.

Unfixable error The data could not be read, and parity
or redundancy information could not
be used to regenerate it. For example,
redundancy information cannot be
used to reconstruct data on a degraded
logical drive.

Errors are reported to the Event log.
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Changing the Storage Subsystem Media Scan
Settings

You can enable a storage subsystem Media Scan and specify the
duration period (in days) that you want the Media Scan to run. You can
set the duration within minimum values that are supplied by the storage
subsystem. When enabled, the Media Scan runs on all logical drives in
the storage subsystem that are:

m  Optimal
m  Have no modification operations in progress

m  Have the Media Scan parameter enabled in the Logical Drive
Properties

To change the Media Scan Settings window, use the following
procedure:

1. From the Subsystem Management window, click Storage
Subsystem— Change Media Scan Settings.
The Change Media Settings window opens.

EE Change Media Scan x|

IMPORTAMT: In addition to this setting, you must also
uzethe Logical Drive==Properies aption far each
desired logical drive to enahle its media scan.

[ Enahle background rmedia scan

EI Ciuration ¢1 to 30 days)

Cancel Help

2. Select the Enable background media scan check box.

3. Select a number in the drop-down list to specify the duration (in
days) of the Media Scan.
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4. Click OK.
The Media Scan settings for the storage subsystem is changed.

The Media Scan duration specifies the number of days over which the

Media Scan should run on the eligible logical drives. For efficiency, the
controllers in the storage subsystem complete the media scan at a faster
rate during times when I/O is not present or is very light. Although the
Media Scan might be completed more quickly than you have specified,
Fibre Channel Storage Manager will not restart a complete media scan
until the specified number of days have elapsed.

Hot Spare Drive

You can assign a selected unassigned drive as a hot-spare drive. A hot-
spare drive contains no data and acts as a standby in case any drive fails
in a RAID level 1, 2, or 5 array on the storage subsystem. The hot spare
drive adds another level of redundancy to the storage subsystem. You
can assign Optimal unassigned drives as hot-spare drives. Although the
hot-spare drive is available to any RAID level 1,3, or 5 array in the
storage subsystem, it is not specifically associated with any single array.
When you assign a drive to be a hot spare, make sure that there is at least
one other drive on the storage subsystem that is not assigned as a hot
spare and that has a capacity equal to or smaller than the drive you assign
as a hot spare. Select a drive with a capacity equal to or larger than the
configured capacity of the drive that you want to cover with the hot
spare. For example, if you have an 18 GB drive with configured capacity
of 8 GB, you could use a 9 GB or larger drive as a hot spare. In general,
however, you should not assign a drive to be a hot spare unless its
capacity is equal to or greater than the capacity of the largest drive on
the storage subsystem.

The maximum number of SCSI hot-spare drives that you can create is
equal to the number of SCSI drive channels that are supported by the
controller. The maximum number of Fibre Channel hot-spare drives
that you can create is four.

Assigning a Hot-Spare Drive

To assign a hot-spare drive, select one or more drives in the Physical
view from the available unassigned drives; then, click

UM Server Extensions: User’s Guide 211



Drive —Assign Hot Spare.

The drive changes from unassigned to Standby Hot-Spare. The capacity
of the drive is subtracted from the unconfigured-capacity node in the
Logical view.

Deassigning a Hot Spare Drive

To deassign a hot spare drive, select one or more Standby Hot-Spare
drives in the Physical view. Click Drive— Deassign Hot. The drive
changes from Standby Hot-Spare to unassigned. The capacity of the
drive is added to the unconfigured-capacity node in the Logical view.

Downloading Firmware or NVSRAM

Run this option from the Storage Subsystem Management window. This
will cause a package file transfer to a controller. After receiving the
package, the controller flash memory is updated with the new package
and itis restarted. If you are downloading a firmware package, the Fibre
Channel Storage Manager periodically polls the controller to see if the
firmware version has changed to the new version. Next, the first
controller in the download sequence passes the target package to the
second controller. The flash memory of the second controller is updated
with the new package, and it is restarted. If you are downloading a
firmware package, the storage-management software polls the second
controller periodically until the firmware version has changed to the
new version.

Notes:

. If you do not have a multiple-path device driver installed on
your application host operating system, stop I/O to the storage
subsystem prior to the download to prevent application errors.

. The operating status of the storage subsystem controllers is
checked when you perform a download operation, and an error
message window is displayed if any controllers are not optimal.
You are given the opportunity to stop or continue the download.
Be sure to correct the non-optimal condition before continuing.
However, if you choose to proceed with the download, the code
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on the non-optimal controller will be synchronized after the
non-optimal condition has been corrected.

. You might experience an erroneous failure message, stating that
the download could not be complete, if a network problem
occurs while Fibre Channel Storage Manager is polling a
controller in the download sequence to verify that the firmware
version has changed. Although the download might have been
completed, the storage management software was unable to
verify the operation success. Turn the power to the controller
enclosure off and then on. Wait until the storage subsystem has
finished initializing (this might take several minutes). Click
Storage Subsystem —Profile in the Subsystem Management
window to obtain the current firmware version. If the listed
firmware does not match the version that you tried to download,
retry the download.

To download a firmware or NVSRAM file, use the following procedure:

1. From the Subsystem Management window, click Storage
Subsystem— Download— Firmware or Storage Subsystem—
Download —NVSRAM.

55 fed - Nekfiniy Fibre Channel Sto

iy Configure At

Locate

Stop All Indications

Profle

Change Passyron.

Download )

ViewEvent Log

Monitor Perfarmance,
SetContraller Clacks,
Change Media can Setings..
Change Cache Beffings.

Recavery Gun.,

Premium Features )
Renare

Edt

2. Click Download— Firmware or Download— NVSRAM .
The Firmware Download or NVSRAM Download window opens.
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The Current configuration group box lists the current firmware
and NVSRAM versions in use by the storage subsystem
controllers. The File Selection group box enables you to select a
local or mapped directory and displays downloaded package files
that are compatible with the current storage subsystem
configuration that is stored in that directory. You can select a file
to download from the displayed list.

In the File Selection group box, change the home directory to the
directory in which the file to be downloaded is located. Do this by
clicking the directory folder to open it, or typing the folder name
in the File name text box. Then, select the file.

Select the package file to download from the File Selection group
box doing by one of the following:

m  Double-click on the file.
m  Single-click the file, then click OK

m  Type the name of the file in the File name text box, then click
OK

Notes:

. Only downloadable packages that are compatible
with the current storage subsystem configuration are
displayed.

. When you select a file in the File Selection group
box of the window, applicable attributes (if any) of
the file are displayed in the File Information group
box.

Click OK.

The Firmware or NVSRAM Download window is closed. The
Confirm Download window opens.

If the selected file was not valid or compatible with the current
storage subsystem configuration, the File Selection Error window
opens. Click OK on this window to close it, and then close a
compatible firmware or NVSRAM file.

In the Confirm Download dialog, click Yes.
The Confirm Download window is closed. The download begins,
and the Download Progress window opens.
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8. Monitor the progress and completion status of the download to the
controllers.
First, the file is transferred (downloaded) to the storage subsystem,
and then each controller is updated with this new file, one at a time.
If the update succeeds to the first controller, the second controller
then receives the update. The status of the file transfer and the
update to each participating controller is displayed in the dialog.

Note: The progress and status of optimal controllers
participating in the download is displayed. Other
controllers in the storage subsystem are not represented in
the window.

Controller Mode

You can place a controller in an Active or Passive mode. The active
mode is available only for a selected controller that is currently passive.
Conversely, the passive mode is available only for a selected controller
that is currently active.

Application errors will occur if you do not have a multiple-path device
driver installed on the application host and you change a controller from
Active or Passive mode while the application is using the associated
logical drives.

Additionally, if you change an Active controller to Passive mode and the
other controller of the pair is already in Passive mode, an error is
displayed, and the operation will not be complete. At least one
controller in the storage subsystem must be in Active mode.

To change a controller to Active mode, select the controller in Physical
view and use the following procedure:

1.  Click Controller— Change Mode —Active.
The Confirm Change to Active Mode window opens.

2. Click Yes.
The controller changes to Active mode. The controller icon in the
Physical View changes to Active.(Arrays and associated logical
drives are not moved to the new controller automatically).

3. Move one or more arrays and their associated logical drives to the
newly active controller.
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4. For more options, see the following table:

If Then
The newly active controller previously | Click
owned arrays and their associated Storage Subsystem— Redistribute
logical drives (before a previous switch | Arrays to move the arrays and logical
to Passive mode). drives originally owned by this

controller back to their controller.

The newly active controller never Click Array— Change Ownership to
previously owned arrays and their move one or more arrays to this
associated logical drives. controller, or

create new arrays and logical drives
and specify this controller as the owner.

To change a controller to mode, select the controller in the Physical view
and use the following procedure:

1.  Click Controller— Change Mode— Passive.
The Confirm Change to Passive Mode window opens.

2. Select Yes.
The controller changes to Passive mode. The controller icon in the
Physical view changes to passive mode. Any arrays and their
associated logical drives that were owned by the controller change
ownership to the other controller, and all I/O to these logical drives
is automatically rerouted by the multiple-path device driver on the
application host.

Note: If you do not have a multiple-path driver installed on the
application host, make the appropriate host operating
system modifications so that the applications can
recognize the new I/O path

Placing a Controller Offline or Online

To place a controller offline, use the following procedure:

1. Select the controller in the Physical view and click Controller—
Place Offline.
The Confirm Place Offline window opens.
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2. Click Yes.
The Place Offline operation begins. The controller icon changes
to Needs Attention, Passive.

3. If you do not have a multiple-path device driver installed on the
application host, make the appropriate host operating system
modifications so that the applications can recognize the new I/O

path.
Notes:
. Use this option only when instructed to do so by Recovery
Guru.
. If you do not use write cache mirroring, data in the cache
of the controller that you placed offline will be lost.
. If you take a controller offline and you have controller

failover protection through a host multiple-path device
driver, the other controller in the pair takes over. Arrays
and their associated logical drives that were assigned to
the offline controller are automatically reassigned to the
remaining good controller. If you do not have a multiple-
path device driver installed on the application host and you
take a controller offline while the application is using the
associated logical drives, application errors will occur.

To place a controller online, use the following procedure:

1. Select the offline controller in the Physical view, and click
Controller —Place Online.
The Place Online option begins. The controller icons changes to
Optimal, Passive.

2. Click Controller —-Change Mode to change the controller to
Active mode.
The controller icon changes to Optimal, Active.

3. Click Storage Subsystem— Redistribute Arrays to move the
formerly owned logical drives back to this controller owner.
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Storage Partitions

A storage partition is a logical entity consisting of one or more storage
subsystem logical drives that can be shared among hosts that are part of
a host group or accessed by a single host. A storage partition is created
when you define a collection of hosts (a host group) or a single host and
then define a logical drive-to-logical unit number (LUN) mapping. This
enables you to define what host group or host will have access to a
particular logical drive in your storage subsystem.

Storage partitions are a premium feature of Fibre Channel Storage
Manager and therefore must be enabled either by you or your storage
vendor supplier. There is a maximum number of partitions that can be
created on a storage subsystem depending on the premium feature that
has been enabled. Benefits of partitioning include ease of management,
amortization of costs, scalability, and flexibility.

[ fied- Storage Partition Definitions

File Edit Configure  Help

Topology Mappings (Pariions AllowediUs ed: S/0)

Storage Subsystem fred Scope Logical Drive Mame | Unigue Logical Drive Identifier | LUM
Default Host Group B00a0b80000662ac0000001 a
Default Host Group 1 B00a0p30000662ac0000001. 1

i Deraunt Host oroup

Configuring Storage Partitions

To configure storage partitions, use the following procedure:

1.  Create logical drives on your storage subsystem. See "Creating a
Logical Drive" on page 198.
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2. Define the host groups and hosts (and their associated host ports)
for which you want to define specific logical drive-to-LUN
mappings.

3. Grant access to one or more logical drives to a defined host group
or host. Do this by defining a specific logical drive-to-LUN
mapping using the following procedure:

a.

Select a defined host group or host in the Topology view of the
Storage Partition window.

Click Define New Mappings.

Select a logical drive that you want the host group to be able to
access

Select the logical unit number (LUN) that you want the host
group or host to use to access the logical drive.

Each host group or host is granted a unique view of partitioned
storage. A defined host group or host can either see:

Logical drives with default logical drive-to-LUN mappings.
In this case, the host group or host will be part of the default
host group.

Logical drives to which it has been granted access through a
specific logical drive-to-LUN mapping.

Reconfiguring Storage Partitions Topology

A storage partitions topology is reconfigurable. You can:

m  Move a host port

Replace a host port
Move a host from one host group into another host group
Delete a host group, host, or host port

Rename a host group, host, or host port

Default Host Group

A default host group is a standard node in the Topology view that
designates all host groups, host, and host ports that do not have any

UM Server Extensions: User’s Guide 219




specific logical drive-to-LUN mappings, and that share access to any
logical drive that were automatically assigned default LUNSs by the
controller firmware during logical drive creation.

Host Group

Host

A host group is an optional topological element that you define if you
want to designate a collection of hosts that will share access to the same
logical drives. For more information, see Defining a Host Group in the
online help.

A host is a computer that is attached to the storage subsystem and
accesses various logical drives on the storage subsystem through its host
ports. You can define a host as a separate entity or as part of a host
group. You can define specific logical drive-to-LUN mappings to an
individual host as well as have the host be part of a host group that
shares access to one or more logical drives.

Host Port

A host port is a physical connection on the host adapter in a host. When
the host adapter has only one physical connection (host port), the terms
host port and host adapter are synonymous.

The host ports are automatically discovered by Fibre Channel Storage
Manager. A host port is the actual physical connection that enables a
host to gain access to the logical drives in the storage subsystem.
Therefore, if you want to define specific logical drive-to-LUN mappings
for a particular host and create partitions, you must define its associated
host ports.

Initially, all discovered host ports belong to the default host group and
have access to any logical drives that were automatically assigned
default LUNSs by the controller firmware during logical drive creation.

Any host port in the default host group can automatically access the
following logical drives:

220



m  Logical drives that when created were given default logical drive-
to-LUN mappings when they are created.

m  Any logical drives that were created using previous versions of this
storage management software. These logical drives are
automatically given default logical drive-to-LUN mappings. You
can change these mappings using the Change Mapping option.

Defining Logical Drive-to-LUN Mappings

After you have defined your storage partitions topology, you can select
a defined host group or host in the Topology view and click the Define
New Mapping to assign a specific logical drive and logical unit number
(logical drive-to-LUN mapping). This designates that only the selected
host group or host has access to the particular logical drive through the
assigned LUN.

Fibre Channel Storage Manager manages the logical drive-to-LUN
mappings. Host port requests for data that are issued for specific LUNs
are routed to the appropriate logical drive by the controller firmware.

Only one logical drive-to-LUN mapping is allowed per logical drive. To
grant logical drive access to more than one host, you must first group the
hosts together in a logical host group. Then, you can grant logical drive
access to that host group thereby enabling the hosts in the host group to
share access to the logical drive.

Because each host has its own LUN address space, you can use the same
LUN in more than one logical drive-to-LUN mapping, if that LUN is
available for use by each host that is participating in the mapping.

You can define new logical drive-to-LUN mappings only for logical
drives that currently have no mappings (that is, they do not have default
mappings or specific mappings). If any of the host groups or hosts have
specific logical drive-to-LUN mappings defined, they will no longer
appear under the default host group; they will move under the root,
storage subsystem, node. Also, they will no longer be able to access
logical drives with default logical drive-to-LUN mappings. A host
group or host can access either logical drives with default mappings or
specific mappings, but not both.
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Logical drive-to-LUN mappings are shared between controllers in the
storage subsystem.

Reconfiguring your Logical-to-LUN Mappings
A logical drive-to-LUN mapping is reconfigurable. You can:
m  Change a logical drive-to-LUN mapping.
m  Delete a logical drive-to-LUN mapping.

Changing a Logical Drive-to-LUN Mapping

To change either the assigned logical unit number (LUN) for a logical
drive or the associated host group or host for the logical drive, use the
following procedure:

1. From the Storage Partition Definitions window, select a single
logical drive from the Mappings view. Click Configure
—Logical Drive-to-LUN Mappings— Change Mapping.
The Change Mapping window opens. The name and unique
identifier of the selected logical drive are listed on the window.

2. Change the mapping as follows:

m  LUN
Select a single logical unit number (0O through 31) from the
LUN drop-down list. By default, the current LUN that is
associated with the selected logical drive is displayed. The
full range of logical unit numbers is displayed because the
same LUN can potentially participate in multiple mappings,
because the host has its own LUN address space. However,
a logical drive can be mapped only to a single LUN and
single host group or host.

m  Host group or host
Select a single name from the drop-down list. The drop-down
list displays an alphabetical list of all defined host groups or
host names in the form Host Group <Host Group Names> or
Host <Host Names>. By default, the current host group or
host that is associated with the selected logical drive is
displayed
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3. Click OK to save the logical drive-to-LUN mapping and close the
window.
The logical drive-to-LUN mapping is checked for validity and
saved. The Mappings view is updated to reflect the new mapping.
The Topology view is also updated to reflect any movement of host
groups or hosts from under the default host group if the logical
drive-to-LUN mapping was changed to a host group or host that
did not previously have any specific logical drive-to-LUN
mappings.

Note: If you change the assignments for a host group or host that has
only one logical drive-to-LUN mapping, the host group or host
will move back to the default host group and inherit any default
mappings.

If you want to change the last mapping of a host group that also
has an associated host with specific mappings, you must delete
or move the host mappings first.

Deleting a Host Port, Host, Host Group, or Logical
Drive Mapping

You can delete a host port, host, or host group from the Topology view.
You can also delete a logical drive-to-LUN mapping. However, you
cannot delete the root (storage subsystem) node or the Default Host
Group node. If you are deleting the last logical drive-to-LUN mapping
for a host group and the host group also has hosts with specific logical
drive-to-LUN mappings, make sure that you delete or move those
mappings before deleting the last logical drive-to-LUN mapping for the
host group.

To delete a node or logical drive mapping, use the following procedure:

1.  From the Storage Partition Definitions window, select a host
group, host, or host port from the Topology view, or a single
logical drive from the Mappings view; then do one of the
following:

m  Click Edit— Delete.

m  Right-click a host group, host, or host port and click Delete
from the menu.
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m  Press the Delete key.

The Confirm Delete window opens.

Click Yes to delete the node or the logical drive mapping and close

the Confirm Delete window.

If you selected a host group, host or host port under the Default
Host Group node see the following table.

If you selected a host group,
host, or host port under the
Default Host Group node

Then

Host Group

The host group and its associated hosts
and host ports are removed from the
Topology view.

Any default logical drive-to-LUN
mappings that are associated with the
default host group are unaffected and
remain in the Mappings view.

Any host ports that were associated
with the host group become undefined.
For more information on how to view
the undefined host ports, see Showing
Undefined Host Ports in the online
help.

Host

The host and its associated host ports
are removed from the Topology view.
Any default logical drive-to-LUN
mappings that are associated with the
default host group are unaffected and
remain in the Mappings view. Also, if
the host is part of a host group, the host
group is unaffected.

Any host ports that were associated
with the host become undefined. For
information on how to view the
undefined host ports, see Showing
Undefined Host Ports in the online
help.
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If you selected a host group,
host, or host port under the
Default Host Group node

Then

Host port associated with a host group
or a host

The host port is removed from the
Topology view and is no longer
associated with a host group or host.
However, any host group or host that is
associated with the host port is
unaffected.

Any default logical drive-to-LUN
mapping associated with the default
host group are unaffected.

For information on how to view the
undefined host ports, see Showing
Undefined Host Ports in the online
help.

If you selected a host group, host
or host port that has specific
logical drive-to-LUN mappings

Then

Host Group

The host group and its associated hosts
and host ports are removed from the
Topology view.

Any specific logical drive-to-LUN
mappings are deleted from the
Mappings view and the associated
logical drives are available for a new
mapping using the Define New
Mapping option.

Any host ports that were associated
with the host group become undefined.
For information on how to view the
undefined host ports, see Showing
Undefined Host Ports in the online
help.
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If you selected a host group, host
or host port that has specific
logical drive-to-LUN mappings

Then

Host

The host and its associated host ports
are removed from the Topology view.
Any specific logical drive-to-LUN
mappings are deleted from the
Mappings view and the associated
logical drives are available for a new
mapping using the Define New
Mapping option.

If the host is part of a host group that
has its own specific logical drive-to-
LUN mappings, the host group is
unaffected. However, if the host is part
of a host group that does not have any
other mappings, the host group and any
other associated hosts or host ports will
be moved back to the default host
group and inherit any default
mappings.

Any host ports that were associated
with the host become undefined. For
information on how to view the
undefined host ports, see Showing
Undefined Host Ports in the online
help.

Host Port

The host port is removed from the
Topology view and is no longer
associated with a host group or host.
However, any host group or host that is
associated with the host port is
unaffected.

Any specific logical drive-to-LUN
mappings that are associated with the
host group or host are unaffected.
However, if this was the last host port,
these logical drive-to-LUN mappings
will be inaccessible until you redefine
associated hosts and host ports.

226




If you selected a logical drive-to-
LUN mapping in the Mappings
view

Then

The only logical drive-to-LUN
mapping or the last logical drive-to-
LUN mapping that is associated with a
host group or a host

The logical drive-to-LUN mapping is

removed from the Mappings view. The
associated logical drive is available for
a new mapping using the Define New

Mapping option.

The host group and/or hosts and host
ports that are associated with the
mapping are moved back under the
default host group in the Topology
view and inherit any default mappings.
If this mapping is associated with a
host group and one or more of its hosts
has specific mappings, the deletion will
not be allowed until you move or delete
the specific mappings of the hosts.

One of many logical drives that are
associated with a host group or a host

The logical drive-to-LUN mapping is
removed from the Mappings view and
is no longer associated with its
respective host group or host. The
associated logical drive is available for
a new mapping using the Define New
Mapping option.

The host group or host is unaffected.

Moving a Host Port

You can move a host adapter (host port) from one host to another host.
If you are replacing a failed host adapter with a new host adapter, do not
use this option. Use the Replace Host Port option instead. Use the
following procedure when moving a host port:

1.  Physically remove the host adapter from the host.

2. Use the Move Host Port option to move the host adapter (host port)
to the desired host in the Topology view.

3. Physically insert the host adapter into the new host.
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4,

Restart both hosts so that the changes can be recognized by their
operating systems.

To move a host port, use the following procedure:

1.

From the Storage Partition Definitions window, select a host port
in the Topology view; then click

Configure —Topology— Move Host Port.

The Move Host Port window opens. The Host Port name and Host
port identifier (worldwide name) are listed on the window.

Select the desired host from the Host name drop-down list. The
list displays an alphabetical list of all defined hosts.

Click OK.

The changed host port-to-host definition is saved, and the window
closes. The host port is removed from the previous host and is now
displayed under the new host. The host port inherits the logical
drive-to-LUN mappings.

If the host port was the only port that was listed under the previous
host, the previous host is still displayed in the Topology view and
retains its current logical drive-to-LUN mappings. However, these
logical drive-to-LUN mappings will be inaccessible until you
redefined at least one associated host port for this host.

Replacing a Host Port

It is extremely important that you use one of the following sequences
when replacing the failed host adapter to ensure that the host will retain
its current logical drive-to-LUN mappings. If you do not have any
default logical drive-to-LUN mappings in the default host group, use
procedure 1. If you do have default logical drive-to-LUN mappings in
the default host group, use sequence 2.

Replacement procedure 1:

1.

Physically replace the failed host adapter with the new host adapter
and restart the host. Use the host start-up utility for the host
adapter to obtain the host port identifier (worldwide name) of the
new host adapter.
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2. Use the Replace Host Port option to indicate the new host adapter
(host port) that replaced your failed host adapter.

Replacement procedure 2:

1. Use the Replace Host Port option to indicate the new host adapter
(host port) that will replace your failed host adapter. You must
obtain the host port identifier (worldwide name) of the new host
adapter before physically inserting it in the intended host.

2. Physically replace the failed host adapter with the new host
adapter.

3. Restart the host so that the new host adapter is identified by the
host operating system.

To replace a host port, use the following procedure:

1. From the Storage Partition Definitions window, select the failed
host port from the Topology view; then click Configure—
Topology —Replace Host Port.

The Replace Host Port window opens. The current host port
identifier (worldwide name) is listed on the window.

2. Define a replacement host port using the New Identifier drop-
down list. The drop-down list displays all undefined host ports
(that is, all host ports that have not been associated with a host) in
ascending identifier order. The first undefined host port is
displayed by default.You can also type an identifier. The
maximum length of the host port identifier cannot exceed 16
hexadecimal characters.

3.  Type a host port name in the Host port name text box. By default,
the text box displays the host port name that is associated with the
current identifier. Keep the same name or use a similar name.
The host port name is a required field. If the name of the host port
duplicates the name of another host port in the storage subsystem,
you will receive an error message and a prompt to type a new host
port name.

4.  Click OK.
The changed host port definition is saved and the window closes.
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Renaming a Host Group, Host, or Host Port

You can rename a host group, host, or host port. The operation will fail
if you choose a name that duplicates the name of another node of the
same type. For example, if you are renaming a host that duplicates the
name of another host in the Topology view, an error message is
displayed and you are prompted to choose another name. The maximum
length of the name cannot exceed 30 characters. Any leading and
trailing spaces in the name are deleted.

Showing Undefined Host Ports

To view a list of discovered host ports that have not been currently

defined (associated with any hosts), use the Define New Host Port
option.

1. From the Storage Partition Definitions window, click Default
Host Group.

[ fred- Storage Partition Definitions

File Edit Configure Help

Topology Mappings (Panitions AllowediUsed: 8/0)
Storage Subsystem fred Scope Logical Drive Name | Unigue Logical Drive ldentifier | LUN
E-E.E Default Host Groun Default Host Group 60050LE00006625c0000001 .. a
- Ml | Default Host Group 1 B00a0b80000662ac0000001 1

2. Right-click Default Host Group and select the Show Undefined
Host Ports from the pop-up menu.
The Undefined Host Ports window opens.

3.  Click Close to close the window.
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Fuel Gauge Monitor

Fuel Gauge Monitor warns you about conditions which could lead to
preventable down time. These conditions involve the power subsystem
and the load presented by the system.

One condition occurs when the system load increases to the point where
power subsystem specifications are being violated. For example, when
too much current is drawn form the power subsystem and utilization is
over 100%. This increase may result because of hardware configuration
changes, backup devices or hardware failures. Operation above 100%
utilization may result in the failure of the power subsystem and may
remove the system from service. To avoid this situation, Fuel Gauge
Monitor alerts you when maximum power utilization of the system is
approaching, when the power subsystem is operating beyond rated
specification, and when the system loads comes back down below these
thresholds.

A second condition arises when a server that has multiple, pluggable
power modules experiences an increase in system load which takes
power subsystem utilization above a limit know as the loss of
redundancy threshold. Below this threshold, power utilization is low
and one entire power module is unused. The unused power module is,
in essence, a spare fuel tank that could be pressed into service in the
event of the failure of another power module. However, above this
threshold, all available power modules are needed to meet the demands
of the server and the failure of any power module places the power
subsystem into an over current mode of operation, which may take the
system down. Fuel Gauge Monitor alerts you when the system has

UM Server Extensions: User’s Guide 231




entered a state of non-redundant operation and notifies you when a state
of redundant operation is restored.

In addition, Fuel Gauge Monitor enables you to review the operation of
the power subsystem at any point in time to determine how far from a
loss of redundancy or over current situation the server is at that time.

All Fuel Gauge events are forwarded to the IBM Director. To view an
event use the IBM Director event log viewer.

Requirements

Fuel Gauge Monitor is supported on IBM systems that contains the
following:

m  BIOS with Fuel Gauge architecture
m  Device Driver support for the Service Processor

] UM Server Extensions installed

Fuel Gauge Console

From the Director console, drag and drop the Fuel Gauge Monitor icon
onto one or more systems. The Fuel Gauge Console opens. Power
subsystem information is displayed graphically.There are three views
available:

m  Table View - The selected parameter is arranged in rows and
columns.

m  Bar Chart - The selected parameter is arranged in a tubular graph.

m  Pie Chart - The selected parameter is arranged in a circular graph.
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The console also has the following task buttons:

m  Close - Use the Close button to exit the Fuel Gauge Monitor
console.

m  Update - Use the Update button to refresh the data polled from the
selected system.

m  Help - Use the Help button to view online help.

m  Status Bar - Use the Status Bar to view the status of a selected
system. If a system cannot be reached or does not support the Fuel
Gauge monitor task, the error message appears here.

Information Data

Data received from the selected system is displayed either graphically
(Pie chart, Bar chart) or in a tabular format (Table view) by choosing one
of the view tabs. The display reports data polled from the system at the
time the task is started. Each tabbed View displays the same data. The
display received from the selected system falls into these categories.

Note: In the following table, n refers to a number.

Parameter Description

Available Power (N1) N of power supplies. N will always
be 1 or greater.

Failed Power Supplies N of failed power supplies. For
systems that are designed so that any
single power module can provide all
standby power required by the
system. No special Fuel Gauge
reporting or alerting is required other
than detecting a failure of a power
supply in this area. When more than
one power supply is available, they
share the standby power demand,
however any single supply could take
over completely in the event of
failure.

Used Power Supplies N of power supplies in use.
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Parameter

Description

12v Utilization(U12v)

12v utilization as a percentage
(nnn%). Represents the percentage of
“full load” placed upon the 12VDC
output of the power subsystem.
Values presented to the service
processor (by the power subsystem
controller) range from 0 to 100% or
more, with any value over 100%
representing a condition where the
power modules are being operated
beyond specifications. The service
processor constrains the values to the
range of 0 to 100% before presenting
them through any other software
interface or user interface. Ul2v is
based upon the number of operational
power units and therefore will change
drastically whenever a power unit
fails or becomes available.

5v Utilization(U5v)

Sv utilization as a percentage (nnn%).
Represents the percentage of ‘full
load’ placed upon SVDC output of
the power subsystem. Values
presented to the service processor by
the power subsystem range from 0 to
100% or more, with any value over
100% representing a condition where
the power modules are being
operated beyond specifications. The
service processor constrains the
value to the range of 0 to 100%
before presenting them through any
other software interface. US5v is
based upon the number of operational
power units and therefore will change
drastically whenever a power unit
fails or becomes available.
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Parameter

Description

3v Utilization(U3v)

3v utilization as a percentage (nnn%).
Represents the percentage of ‘full
load’ placed upon the 3VDC output
of the power subsystem. Values
presented to the service processor by
the power subsystem range from O to
100% or more, with any value of
100% representing a condition where
the power modules are being
operated beyond specifications. The
service processor constrains the
values to the range of 0 to 100%
before presenting it through any other
software interface. The value of U3v
is based upon the number of
operational power units and therefore
will change drastically whenever a
power unit fails or becomes
available.

Redundancy State(Sr)

This data refers to the
enabled/disabled status of redundant
power subsystem capabilities. The
check box is marked in the Table
view.

Low Fuel Threshold (TL)

Threshold is automatically computed
by the service processor. The data
refers to the percentage of power
subsystem output until Low
Threshold alert is reached.

Power Supply Capacity

The total amount of power in nnn
watts. This is the sum of all power
subsystems stated output.

UM Server Extensions: User’s Guide

235




Parameter Description

Minimum Power Supply Required The amount of wattage required for
an operational system. The integer
nnn watts indicates the number of
power modules or power supplies
required to meet the demand placed
on the power subsystem by the
current load without causing ‘over
current’ operation of any power unit.
The value of this attribute will never
exceed the number of operational
power units in the system even when
the current load is causing ‘over
current’ operation. In the case of an
overload, this attribute will report
that all available power units are
needed and the overload is reported
separately. This value is determined
by the Service Processor by polling
power subsystems instrumentation.

Maximum Available Power The amount of wattage available to
the system as reported by the service
Pprocessor.

Low Fuel Status This status is disabled by default. It

indicates that power is below the
threshold of potential failure. The
check box is unmarked in the Table
view.

Over Current Status Power is over the threshold of long
term recommendation.

Table View

The Table view displays the data that is represented in a tabular format.
The first column contains the rack name followed by the rack position,
device name, status, and components description. The Table view is the
default view of the Fuel Gauge Monitor console. To refresh the data,
click Update.
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Bar Chart

The Bar chart displays data in a vertical bar for each selectable
parameter. If multiple systems are selected for the Fuel Gauge Monitor
task, each system is represented by a separate bar.

To view information, select the parameter from the drop down list. Each
bar represents a system. A single system is displayed with a single bar.
Multiple systems display as ratios with separate data.
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Pie Chart

+ Fuel Gauge Monitor. netfiyl 04, NETFIPS2 Netfinity 8500R Comanch

Table Yiew (B3 Chart]| pie Chart

METFIF32  netiiyl04

Fwailable Power Supplies j

Close Update ‘ Help ‘

Reatly.

The Pie chart displays data in a pie chart for each selectable parameter.
If multiple systems are selected for the Fuel Gauge Monitor task, each
system is represented as a separate slice of the pie. Each system is
represented by a color reference labeled in the legend.

To view the data, select a parameter from the drop down list. Each
section of the Pie chart represents a system. Use the Hover Help to view
the parameters for any section within the Pie chart. A single system is
displayed as a full circle.

Note: If the data is returned as a value of zero, the slice color is black
or white.
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Rack Manager

IBM Director Rack Manager is a flexible, easy-to-install solution for
consolidating IBM servers, storage devices, and other standard
19-inch rack equipment.

With Rack Manager, you can group your equipment, enabling you to
manage your system resources and to monitor your system functions
more efficiently. Centralizing your equipment in integrated rack suites
helps to reduce your "real estate” and support costs.

The program provides a realistic picture of nodes and devices within a
physical rack for status monitoring and management of racks and
components. The devices in the racks have been fully instrumented and
are integrated into the IBM Director.

Highlights

m  Efficient, convenient space management. Reduce costs and clutter
by consolidating currently installed equipment and new IBM
servers. Attractive, well-designed rack enclosures maximize your
use of space.

m  Effective resource sharing. By installing a console selector switch,
you can share a single monitor, keyboard, and mouse among
multiple systems.

m  Flexible design. You can choose from a variety of rack hardware
components to configure your rack for your application.
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Rack Manager Console

The Rack Manager console consists of the following components:

[ ] Menu- The Menu contains File, Edit and View. Using the menu,
you may close a task, delete/add racks, change views or obtain
information from the online help.

* File
— Exit
— New Rack
— Find Rack
* Edit
—  Delete
— Associate
— Disassociate
- Add
* View
— Rack View
— Table View
* Help

m  Toolbar - The Toolbar contains a Rack view icon and a Table view
icon. Select an icon to change the Rack Manager workspace to
either a tabular view or a graphical representation of a selected rack
configuration.

m  Control Pane or Left Pane - The Control Pane provides a rack
topology and component tabs, which are used to configure and
manage the rack and it’s components.

m  Resource Information Window - The Components Resource
Window contains the properties for each rack and it’s components.
It appears below the results pane and provides property data on a
selected rack or its components.

m  Rack Manager Workspace - The workspace either identifies rack
information as a listing (in the Table view) or as a graphical
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representation (in the Rack view) of a rack with managed
components. The Resource Information Window is also included
in the workspace.

1| Netfinity Rack Manager

Topology Components Rack View

Companents

e[ Racks iSEEn
NetBAY22 Rack 2
1BM Netfinity Rack

Netfinity Enterprisg

& @ Servers

Storage

Fibre Channel

-l Tape Units

A Netwarking Devic
Pawer Devices

-} Console Switches
Monitors
Keyboards

Category Name Model MachineType| Description | HeightUnits WEiulﬁ
Racks Metfinity |42F 2308 19 inch |4z 26lkg -
Enterprise | EIA 5751k
Rack 4zu | compatible
primary rack

4l | >

18 [Reaoy

Control Pane

The Control Pane or left Pane consists of a component tree with a rack
topology. Use the Control Pane to select and build racks and rack
components.

Topology Tab

The Topology tab displays an Explorer tree view of racks and servers.
A server appears as a leaf below a rack branch. Racks are organized
alphabetically. To display a server, expand or collapse the Explore tree
view. If the server is not a member of a rack, then it is visible as a leaf
below the floor branch.

Click on arack or a server to select it. A left-click will highlight the rack
or the server in the rack view and display property data in the Resource
Information Window. A right-click displays a pop-up menu for the rack
or the server. Use the menu to associate or disassociate the server from
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a particular rack. In addition, servers that appear on the floor can be
dragged and dropped onto a rack in the Graphic view.

23 Mt Finit-y Mok Manager

Hla it e Help
T S -

“Topeq1oqy | Conponents:
= RackOl

o pasen

4 Flomo

Rack Views

|Froparins i
Component Properiies -
Compenent Hame: BALLOOMIST  Lecated ourack 0 Chaster Heme Unawals-le

J

i[ﬁew

Each rack device that is associated with a managed object is monitored
for any changes in status. Rack components that are not associated with

a managed object will not be monitored and will always appear in the
normal state.

If the rack (or rack managed objects) has not been created, then the
Topology list view will place all the servers and devices associated with
the targeted managed object or group on the floor. Therefore, the servers
appear as a leaf below the Floor division of the Topology tab.

Component Catalog

The Component Catalog provides a list of all components that you can
use to configure racks in an Explorer view.

The Explorer view displays a tree with possible rack enclosures and
components for configuring the rack view. Each branch describes a
category of components belonging to a rack. You can expand the
category to view the rack components. For a list of supported rack
components, see "Supported Rack Components” on page 252.
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In addition to components, the Component Catalog contains component
categories, which also contain lists of components. To collapse or
expand component categories, click on the plus box or minus box to the
left of the category icon.

When you select a component in the Component Catalog by clicking on
it, information about the component, including the name and technical
specifications, is displayed in the Properties Pane window. There are
separate tables for each of the different component categories.

To add a component to a configuration, click on the component and drag
and drop the component on to the rack in the Rack View.

For each component, component information is displayed so that you
can determine which component to use. Measurements for components
are shown in US, metric units, and EIA units.

Rack Manager Workspace

The Rack Manager Workspace displays information about the physical
rack. You can view a graphical or table representation of the rack
information by selecting the Table view or the Rack view. This dual
view of the physical rack will assist you in monitoring and problem
determination.
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Table View

The Table view displays the data that is represented in a tabular format.
The first column contains the rack name followed by the rack position,
device name, status, and components description. You can change the

view by clicking the Table icon on the toolbar or from the system menu,
select View —Table view.

Rack View

The Rack view displays the physical rack. By default, the Rack view is
open when you initially start the Rack Manager. When you select or
drop and drag a component, a graphical representation of that
component appears in the Rack view. As you move the cursor
containing the component into the graphical representation of the rack,
a green shadow highlights the physical size of the component as unit’s
inside the rack. The green shadow appears only if there is legitimate
space to support the placement of the rack component. Trying to place
a component inside the rack where a green shadow does not appear will
cause the Rack Manager to reject the component and place it back into
the Floor division or where you selected the component. Also the
graphical representation of the component displays the units coordinates
(from highest units to the lowest) as you drag inside the rack. If you
remove a component from the rack, the graphical representation of the
component will no longer appear in the Rack view and instead appear
under the Floor division in the Topology tab. To change to the Rack
view, click the rack and monitor icon on the toolbar or from the system
menu, select View —Rack View.

Component Properties Window

The Component Properties Window details specifications about a
selected rack or selected rack components. These specifications appear
when IBM Director discovers the systems. A rack is not discovered by
IBM Director but must be created by the Director Administrator.

Selecting a component displays these descriptions in the Component
Properties window:
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Note: If the component properties being viewed are in a rack there will
be one additional property

m  Occupied Slots (non-Managed Object) or,
m  Assigned Name (Managed Object)
Common to all categories:

Category

Name (IBM designation)

Type

Model

Unit Height

Power (Watts)

Current @ 120 Volts (amps)
Current @ 230 Volts (amps)
Weight

Height

Width

Depth

Power Cords

Component

Unique to Servers:

m  Maximum Processors

m  Maximum Cache

m  Memory

In categories other than Servers:

m  Viewable Image (Monitors)

m  Maximum Resolution (Monitors)
m  Number of Keys (Keyboards)

m  EIA Capacity (Racks)
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m Weight Capacity (Racks)
m  Ports (Console Switches)

Some of these values may not appear if the component is not a rack
mountable component or if the component does not have the UM
Services Agent installed.

Creating and Configuring a Rack

Adding

When displaying the Rack View initially, the cluster components will
appear on the Floor division of the Topology tab. To create a rack, from
the Component tab, select a rack and drag it to the Rack View or from
the menu bar, select File—New Rack or place the cursor in the Rack
View area of the Rack Manager workspace and right-click for a pop-up
menu. Select New Rack.

The Rack Properties window opens. Enter the rack name, location, and
type. This creates a rack, and a graphical representation appears in the
Rack View.

Eﬂjhdding Component To Rack [ x|

0 Insufficient space available for dropped component.

Components to a Rack

From the Topology tab, expand the Floor division. The servers represent
managed objects discovered by IBM Director. Drag servers from the
Floor division onto the rack in the Rack View. From the Component tab,
you can expand a category of components available to be placed in a
rack and drag the component onto the rack. Also, a component can be
associated to a particular pre-defined IBM component type. However,
when you associate a server with a native managed object that does not
match the model type in the rack, a pop-up window is displayed as a
warning. The server model type is the only validation that is done. To
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associate the component to a managed object, right click the component
in the rack and select Associate Managed Object. When you associate
a server with a native managed object that does not match the model type
in the rack, a pop-up window is displayed as a warning. The server
model type is the only validation that is done.

Rack View

Froperties

= Delete

=g Associate Managed Object
B

0 Category Narme Model  |MachineType| Description | HeightUnits Power
Servers etfinity RMO G680 10 slots 1L 745. 0000
= 7000 Model (PCI); 12
% RAMO hays; twa

400 watt

Removing a Rack or a Rack Component

To remove a Rack, right click the rack component in the Rack View and
select Delete from the pop up menu. This will remove the rack from the
Rack View and all associations to the rack. In addition, the rack-
managed object will no longer appear on the IBM Director console.

To remove a Rack component, right click the component and select
Delete from the pop-up menu. This deletes the rack component and any
association with a managed object. If there is a server associated with a
managed object, it will appear on the floor.

Associate Component

When a component is not rack mountable, only the machine type and
model are listed. Also, data collection may not have been performed
successfully and a Inventory Data Not Available statement appears in
the Component Properties window.
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To provide more information about a particular component that includes
additional properties, you can associate the component with a pre-
defined IBM component from the items in the Components tab.

To associate a component to an IBM pre-defined component, use the
following procedure:

1. From the Floor division in the Topology tab, right click the
component.

2. Select the Associate.

3. Select the appropriate component match from either the Servers or
Networking Devices folders.

You can also associate a component by selecting the component from
the Floor division and dragging it to the Rack View. The Associate pop-
up menu appears. Also you can change the association of a managed
component by first disassociating the component and then associating
with a different selection.

Associate E

Select an entry from the list below
_4 Companents
B Servers
H-[ ] Metworking Devices

OK Cancel
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e B El)

Select an entry from the list below
_4 Components
-] Servers
H-[ ] Metwarking Devices

Note: If you associate a component with a managed object that does
not match the model type in the rack, a warning dialog box
appears. The server model type is the only validation. You have
the option to ignore the warning.

Disassociate Component

You may want to cancel a component association (disassociate):
B You have used an incorrect component association

m  Component inventory collection has been performed

m  The association is no longer valid

If the component is in a rack, delete the component from the rack before
you begin the following procedure:

1. From the rack in the Rack view, right click the component.

2. Select Delete.
The component will appear in alphabetical order as a leaf below
the floor division of the Topology tab.

To disassociate a component, use the following procedure:

1.  From the Topology tab under the floor division, right click the
component.

2. Select Disassociate.
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The component information in the Resource Information window
reverts to the information created at the time of discovery through IBM
Director.

Supported Rack Components

Rack Manager supports the following Rack components:

Rack Enclosures

IBM Netfinity Rack 42u cabinet Model 900

Netfinity Enterprise Rack 42u expansion cabinet Model 42X
Netfinity Enterprise Rack 42u primary cabinet Model 42P
NetBay22 Rack 22u cabinet Model 200

Storage Devices

EXP10 Storage Expansion Unit Model 1Rx
EXP15 Storage Expansion Unit Model 2RU
Netfinity Exp 200 with optional power Model 1RU
3518 Enterprise Expansion Enclosure Model 001
3519 SCSI Storage Unit Model RO1

7133 SSA Storage Unit Model 020

Fibre Channel Devices
Fibre Channel Hub Model 1RU
Fibre Channel RAID Unit with Failsafe RAID Model 1RU

Tape Unit Devices

3447 DLT Tape Library Model 106

3449 8 mm Tape Library Model 356

3502 Tape Autoloader Model R14
NetMEDIA Storage Expansion EL. Model 001
Magstar MP 3570 Tape Library Model B21
Magstar MP 3570 Tape Library Model B22
Magstar MP 3570 Tape Library Model C21
Magstar MP 3570 Tape Library Model C22

Network Devices

8230 Token-Ring Controlled Access Unit Model 04X
2210 Nways Multiprotocol Router - Model 12x

2210 Nways Multiprotocol Router - Model x4x
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8270 Nways LAN Switch with redundant power supply Model 800
8271 Nways Ethernet Switch Model 712

8271 Nways Ethernet Switch Model E12

8271 Nways Ethernet Switch Model E24

8271 Nways Ethernet Switch Model F12

8271 Nways Ethernet Switch Model F24

8285 Nways ATM Workgroup Switch Base Model 00B

8237 Ethernet Stackable Hub Base 10BaseT Model 00x

3529 Netfinity SP Switch Model 1RY

8285 Nways ATM Workgroup Switch Expansion Model 00E

m  Power Devices
High Voltage PDU Model 450
Low Voltage PDU Model 666
APC Smart-1400 UPS Model 674
APC Smart-3000 UPS Model 676
APC Smart-UPS 5000 RMB Model 861

m  Console Switches
4 port Console Switch Model 542
8 port Console Switch Model 445

[ | Monitors
9 in Monocrome Display Model EO1
G42 Color Monitor Model xxx
G51 Color Monitor Model xxx
G52 Color Monitor Model xxx
G54 Color Monitor Model 4AN
G72 Color Monitor Model xxx
G74 Color Monitor Model 4AN
IBM T55a Flat panel monitor Model AG1
P50 Color Monitor Model xxx
P70 Color Monitor Model xxx

m  Keyboards
Space saver Keyboard Model 644
Standard Keyboard Model 861

[ | Servers
Netfinity 4000R
Netfinity 4000R Model 11Y
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Netfinity 4000R Model 21Y
Netfinity 4000R Model 22Y
Netfinity 4000R Model 31Y
Netfinity 4000R Model 41Y
Netfinity 4000R Model 42Y
Netfinity 4000R Model 43Y
Netfinity 4000R Model 44Y
Netfinity 4000R Model 51Y
Netfinity 4000R Model 61Y
Netfinity 4000R Model 62Y
Netfinity 4000R Model 63Y
Netfinity 4000R Model 64Y
Netfinity 4000R Model 1RY
Netfinity 4500R Model 2RY
Netfinity 4500R Model 3RY
Netfinity 4500R Model 4RY
Netfinity 4500R Model 5SRY
Netfinity 5000

Netfinity 5000 Model 1SY
Netfinity 5000 Model 2SY
Netfinity 5000 Model 3RY
Netfinity 5000 Model 4RY
Netfinity 5000 Model SRY
Netfinity 5000 Model 6RY
Netfinity 5000 Model 7RY
Netfinity 5000 Model 8RY
Netfinity 5100 Model 1RY
Netfinity 5100 Model 2RY
Netfinity 5100 Model 3RY
Netfinity 5100 Model 4RY
Netfinity 5100 Model 5SRY
Netfinity 5500

Netfinity 5500 M10

Netfinity 5500 M10 Model 1RY
Netfinity 5500 M10 Model 2RY
Netfinity 5500 M10 Model 3RY
Netfinity 5500 M10 Model 4RY
Netfinity 5500 M10 Model SRY
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Netfinity 5500 M20

Netfinity 5500 M20 Model 3RY
Netfinity 5500 M20 Model 4RY
Netfinity 5500 M20 Model SRY
Netfinity 5500 M20 Model 6RY
Netfinity 5500 Model 1RU
Netfinity 5500 Model 4RU
Netfinity 5500 Model 4SU
Netfinity 5500 Model SRU
Netfinity 5500 Model 5SU
Netfinity 5500 Model 6RU
Netfinity 5500 Model 6SU
Netfinity 5500 Model 7SU
Netfinity 5600

Netfinity 5600 Model 1RY
Netfinity 5600 Model 2RY
Netfinity 5600 Model 3RY
Netfinity 5600 Model 4RY
Netfinity 5600 Model SRY
Netfinity 5600 Model 6RY
Netfinity 5600 Model 7RY
Netfinity 6000R Model 1RY
Netfinity 6000R Model 2RY
Netfinity 7000 M10

Netfinity 7000 M10 Model 11Y
Netfinity 7000 M10 Model 1RU
Netfinity 7000 M10 Model 1SY
Netfinity 7000 M10 Model 21Y
Netfinity 7000 M10 Model 2RU
Netfinity 7000 M10 Model 2SY
Netfinity 7000 M10 Model 3RU
Netfinity 7000 M10 Model 3SY
Netfinity 7000 M10 Model 4RU
Netfinity 7000 M10 Model SRU
Netfinity 7000 M10 Model 6RY
Netfinity 7000 M10 Model 7RY
Netfinity 7000 M10 Model 8RY
Netfinity 7000 Model RHO
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Netfinity 7000 Model RMO
Netfinity 7100 Model 1RY
Netfinity 7100 Model 2RY
Netfinity 7100 Model 3RY
Netfinity 7100 Model 4RY
Netfinity 7600 Model 1RY
Netfinity 7600 Model 2RY
Netfinity 7600 Model 3RY
Netfinity 8500R

Netfinity 8500R Model 4RY
Netfinity 8500R Model 5SRY
Netfinity 8500R Model 6RY
Netfinity 8500R Model 7RY
Netfinity 8500R Model 8RY
PC Server 325 Model 1RY
PC Server 325 Model 2RY
PC Server 325 Model RB0O
PC Server 325 Model RSO
PC Server 325 Model xxx
PC Server 330 Model xxx
xSeries 200 Model 10X
xSeries 200 Model 11X
xSeries 200 Model 12X
xSeries 200 Model 13X
xSeries 200 Model 40X
xSeries 200 Model 41X
xSeries 200 Model 42X
xSeries 200 Model 50X
xSeries 200 Model 51X
xSeries 200 Model 52X
xSeries 220 Model 21X
xSeries 220 Model 22X
xSeries 220 Model 2AX
xSeries 220 Model 31X
xSeries 220 Model 32X
xSeries 220 Model 3AX
xSeries 220 Model 41X
xSeries 220 Model 42X
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xSeries 220 Model 4AX
xSeries 230 Model 6RY
xSeries 240 Model 8RY
xSeries 340 Model 6RY
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ServeRAID Manager

This chapter provides the information needed to start and use the
ServeRAID Manager program. You can use ServeRAID Manager to
easily configure and monitor your ServeRAID controllers.

The information in this chapter is a high level explanation of the
ServeRAID Manager program and its capabilities. For instructions on
specific processes using the ServeRAID Manager program, refer to the
ServeRAID Manager online help.

Note: ServeRAID Manager works with systems using Microsoft
Windows NT, Windows 95, Windows 98.

Using the ServeRAID Manager Program Interface

The graphical interface in ServeRAID Manager makes it easy for you
to create, delete, change, view and monitor your ServeRAID
configuration.

Before you begin, review the following illustration to become familiar
with the layout of the ServeRAID Manager program windows.

Viewing the Menu Bar

The menu bar is a set of menu names that are located directly below the
title bar. It provides commands from drop-down menus. The menu bar
options include; File, View, Remote, Actions, and Help.
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Viewing the Toolbar

The toolbar is a set of buttons that are located directly below the menu
bar. These buttons serve as shortcuts for many frequently used
commands. When you first view the ServeRAID Manager window,
some commands are disabled and are enabled only after you access
certain menu commands.

The toolbar includes the following commands.

Icon Command

Create arrays

Configure for clustering

Scan for new or removed ready drives

Silence repeating alarm

@ Help

Viewing the Expandable Tree

The ServeRAID Manager interface provides an expandable tree view of
your ServeRAID subsystem.

You will perform most of your ServeRAID configuration and
maintenance tasks by first selecting the ServeRAID controller, array,
logical drive, hot-spare drive, or physical drive objects from this Main
Tree.
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Viewing the Main Panel

The ServeRAID Manager interface provides specific device information
or configuration instructions. When ServeRAID Manager is in the
Information mode and you select an object from the Main Tree, detailed
Information about the object appears in this panel. When ServeRAID
Manager is in the Configuration mode, the instructions needed to
configure your ServeRAID subsystem appear in this panel.

Viewing the Event Viewer

The ServeRAID Manager interface provides advisory and progressive-
status information and messages during the ServeRAID configuration
process and while monitoring systems with ServeRAID controllers.
Each message appears with a host name from where the event
originated, a time stamp, a date stamp, and an icon that classifies the
severity of the event. The event icons are:

”i"

] Information: An "i" inside a blue circle
m  Warning: A "!" inside a yellow triangle
] Fatal: An "x" inside a red circle

Warning messages identify potential data-loss situations, and Fatal
messages inform you when a failure has occurred. All Fatal messages
will launch an audible alarm.

Viewing the Status Bar

The Status bar provides three types of information in a resizable pane.
The panes contain the following information:

m  The left pane displays the managed system status, which is either
No problems detected on any system or Problems detected on
one or more systems.

m  The center pane displays the current tree path.

m  The right panel displays a progress meter with the label of the
currently selected system and the process that is taking place at the
current time.
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Using the ServeRAID Manager Program

The ServeRaid Manager program runs in two modes: Configuration
mode and information mode.To start the ServeRAID Manager, drag the
task to the system. ServeRAID Manager starts in Information mode.

In Information mode, you can view and modify the existing device and
configuration information for your ServeRaid subsystem. When this
mode is active, you can use the functions available from the menu and
tool bars to customize settings for your ServeRaid controllers.

In Configuration mode, you can create disk arrays, create logical drives,
and define your hot-spare drives. When this mode is active, a set of
functions is available from the menu and tool bars.

£ ServelRAID Manager

B Managed swstems This will guide vou throuah the configuration of vour cortroller. Select 3
=[G Locsl only (Local systern) COFONEr OF Ne 12 300 gelect EXpress’ of CUSTom , 1en, clek Nex

= B Contoller Canfiguration paths
antroller 7 ot conmeure

 Express confiaurstion for controller 2

Seloct this choice 1o configure your ServeRAID- 4H controllar
autornatically

¢ Custom configuration for controller 2

Sel=ct this choice 1o configure your ServeRAID-4H controller
PAERLEIY

Mexi = Cancel

Diascription
ibr com [SeneRaAlD Manager sizred

JeB Trecal oriwortrolier 2 I

Using the Configuration Mode

You can use the Configuration mode to create up to eight independent
disk arrays for each ServeRAID controller. The Configuration mode
provides two configuration paths: Express configuration and Custom
configuration.

Learning about Express Configuration

Express configuration provides a quick and easy path for you to
automatically configure your ServeRAID controller. This choice creates
the most efficient ServeRAID configuration based on the number and
capacity of the Ready drives available in your system. If four or more
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Ready drives of the same capacity are available, this choice also will
define a hot-spare drive for the ServeRAID controller. A hot-spare drive
is a physical drive that is defined for automatic use when a similar drive
fails.

The Express configuration choice groups all Ready drives of the same
capacity into one or more disk arrays and defines one logical drive for
each array. This choice defines the size of the logical drive, based on the
amount of free space available, and it assigns the highest RAID level
possible, based on the number of physical drives available.

For example, if your server contains one 1024 MB Ready drive, two
2150 MB Ready drives, and four 4300 MB Ready drives, Express
Configuration will create three arrays and one hot-spare drive such as
the following:

Array A: The total capacity of this array is 1024 MB (1 x 1024 MB),
and it contains one 1024 MB RAID level-0 logical drive.

Array B: The total capacity of this array is 4300 MB (2 x 2150 MB),
and it contains one 2150 MB RAID level-1 logical drive.

Array C: The total capacity of this array is 12900 MB (3 x 4300 MB),
and it contains one 8600 MB RAID level-5 logical drive.

Hot Spare: Express Configuration defines one of the four 4300 MB
drives as a hot-spare drive.

Notes:

. When there are four or more Ready drives of the same
capacity, Express configuration groups defines one
drive as a hot spare and the remaining drives into one
array (as in Array C).

. A hot-spare drive must be of equal or greater capacity
than the drive that it is intended to replace. In this
configuration, the 4300 MB drive can replace any failed
drives in Array B or Array C. The drive in Array A
cannot be replaced because it is RAID level-0.
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Using Express Configuration
To use the Express configuration path, do the following:

Note: If the Express configuration mode/Custom configuration mode
radio buttons do not appear on the right screen, click the tool
bar.

1. Click the ServeRAID controller that you want to configure in the
Main Tree.

2. Ifitis not already selected, click the Express configuration radio
button.

3. Click Next.
The Configuration Summary window opens.

4.  Review the information that appears on the Configuration
summary screen.

B, ServeBAID Manager - | Configure the ServeBAID controller ] 1 <]
File  Wiew Help

B=2 Local anly (Local systemy Below s the carMauration sUPMMany Tof the coniroller. To accapt and
= W Contolier 3 inot configured = 3w this comfiguration, click Sapk' To make changes, click Wodify
= I8 arravs [ onfiguration summary for SeneRAID confroller 2
B Logical drire s Logical drive Size (ME | RAID level | Arrar | Hotspare |
+ Hubspare drives T Mowr FEETT = 0 res
+ FPhysical dnve s
Iy cers | @ Modity logical dives |
< Back | Seply Lancel |
Dats Time S ource Cescription
5 026072000 |02 20:01 FMEST |horeas.ralsigh ibm corn |Serve RAID Manager ctarted
EE JLocat onbcantolier 2 [
Notes:
.
. Some operating systems have size limitations for logical

drives. Before you save the configuration, you might want
to verify that the size of the logical drive is appropriate for
your operating system. See your operating-system
documentation for more detailed information.

. To change the configuration, click Modify arrays or
Modify logical drives.
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5. Click Apply to accept and save the configuration. This saves the
configuration in the ServeRAID controller and in the physical
drives.

Learning about Custom Configuration

The Custom configuration path enables you to manually configure your
ServeRAID subsystem. Using this path, you can select the drives that
you want to include in each array, define the number and size of the
logical drives for each array, and select the drives that you want to use
as hot spares.

Before you select the Custom configuration path, consider the
following:

m  Each ServeRAID controller supports a maximum of eight arrays.

m  Each ServeRAID controller supports a maximum of eight logical
drives.

When you create an array, you group physical drives into one
storage area. You can define this storage area as a single logical
drive, or you can subdivide it into several logical drives. Each
logical drive appears to the operating system as a single physical
drive.

If you have only one array, you can define it as a single logical
drive, or you can divide it into several logical drives. Typically, the
first logical drive defined on the first ServeRAID controller found
by the basic input/output system (BIOS) during startup will be
your startup (boot) drive.

If you have two or more arrays, each array can be one logical drive,
or you can divide each array into multiple logical drives, as long as
the total number of logical drives for all of the arrays does not
exceed eight.

Note: Independent of the RAID logical drives, most operating
systems allow you to partition the logical drives further.

m  The optimal way to create arrays is to use physical drives that have
the same capacity.

Physical drive capacities influence the way you create arrays.
Drives in an array can be of different capacities (1 GB, or 2 GB, for
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example), but RAID controllers treat them as if they all have the
capacity of the smallest disk drive.

For example, if you group three 1 GB drives and one 2 GB drive
into an array, the total capacity of the array is 1 GB times 4, or 4
GB, not the 5 GB physically available. Similarly, if you group
three 2 GB drives and one 1 GB drive into an array, the total
capacity of that array is 4 GB, not the 7 GB physically available.

A hot-spare drive is a disk drive that is defined for automatic use
in the event of a drive failure. The hot-spare drive must be of equal
or greater capacity than the drive that it is intended to replace. If a
physical drive fails and it is part of a RAID level-1, RAID level-

1E, RAID level-5, or RAID level-5E logical drive, the ServeRAID
controller automatically starts to rebuild the data on the hot-spare
drive.

If you are using the ServeRAID-3L:

* Eight physical drives are supported in an array if the stripe-unit
size is set to 32 KB or 64 KB.

» Sixteen physical drives are supported in an array if the stripe-
unit size is set to 8 KB or 16 KB.

If you are using the ServeRAID-3H or ServeRAID-3HB, sixteen
physical drives are supported in an array if the stripe-unit size is set
to 32 KB or 64 KB.

Using Custom Configuration
To use the Custom configuration path, do the following:

Note: If the Express configuration mode/Custom configuration

mode radio buttons do not appear on the right screen, click on
the tool bar.

Click the ServeRAID controller that you want to configure in the
Main Tree.

Click the Custom configuration radio button.
Click Next. The screen similar to the following opens:

Do one of the following:
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m  Using the right mouse button, click on the drive or SCSI
channel icons in the Main Tree to select the drives that you
want to add to your arrays, delete from your arrays, or define
as hot-spare drives; then, select a choice from the pop-up list.

m  Drag the drive or SCSI channel icon from the Main Tree and
drop it on the Array or Hot-spare drive icon in the Main Panel
on the right. If you change your mind, you can drag the icons
back to the Main Tree to remove them from the
configuration.

5. After you select the physical drives for your arrays and define your
hot-spare drives, click Next.

B, 5eveHAID Manager - [ Lonligure the 5ereRalD controller |

File View —crcic  dclions  Help

Gt Local only {_ocal systam) Using ihe right mouse battan, click on the diives (o add thern (o an
=-B= Controller 2 array, r2move them from =n aray, or define them as hotspare diives,
=158 Plysical ortves hen, click ‘Mext!
= €% 55| channal 3 Controllar 2 (ot configured)
& ID0-Mew anline (BT = arravs
LED DA - i =2 I3 =5
- EEN } = {8E72 MB) on SCS1channal 2
£ 1D 3- Ready (9672 MB) £33 |01 - Mew anline (287 MEBY on SCSchannel 2
DD 2 - Ready (2672 MB) H £330 2. Mew arline (8672 MB) an SCSlchannal 2
L D - Ready (SETS MEY L3 Acd new array
L EX D10 - Ready (2673 ME) 8 Hot-zpars drives
o | » SparAmays [ =Back | Mest= | GCencel

Tim= Source Description

I@ JLacal enirCantraller 2 ]

If you change your mind, you can remove a specific drive from a
newly defined array or delete an entire newly defined array. To do
this, click Back, use the right mouse button to click on the specific
drive or Array icon in the Main Panel on the right, and then select
Remove from new array or Delete new array.

6.  Select a RAID level for the logical drive from the RAID menu in
the Main Panel.

7. If you do not want to use the maximum size for the logical drive,
move the slide bar in the Main Panel from right to left to allocate
data and parity space for the logical drive, or you can type in the
size in the data field.
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Notes:
. You can define from one to eight logical drives.

. Some operating systems have size limitations for logical
drives. Before you save the configuration, you might want
to verify that the size of the logical drive is appropriate for
your operating system. See your operating-system
documentation for more detailed information.

. Typically, the first logical drive defined on the first
ServeRAID controller found by system BIOS during
startup will be your startup (boot) drive.

8. If free space is available and you want to define another logical
drive, click the Add logical drive tab in the Main Pane.

B ServeRAID Manages - [ Configure the ServeRAID controller |

2| &

EZ2 Local only dLocal systen) [Setthe RAID [evel 2o data Si7e. Click i to create saditiohal ogical
=¥ Controller 2 (ot configured) dA"rVE-E. :en.cllck Teed.t
| ran
) e g Space In e

ES e array & (26034 ME)
B riew logical drive 1 (8678
=Wl =ov lnaical drive 2 (AGTH (=) o=
26034 Total

1 M Lcgical unvez]

RaID level [5- Mzeirnurm capacity with redundancy 1
Cata [BETE ~ Parity [1229 = Total [13017
EEE || G000 R ool 000600 0000 |
o z5 sow 7w toow
il | s < Dack | Flest > | Gancel

T e Source CiEscriaton

||i~| Joocal entec ortratlor 2 I

9. Repeat steps 6, 7, and 8 for each logical drive that you want to
define in this array; then, continue with step 10.

10. If you are defining multiple arrays, click on the next New array tree
node; then, repeat steps 6, 7, 8, and 9. When you are finished, go
to step 11.

11. Click Next.

12.  Review the information that appears on the Configuration
summary dialog.

Note: To change the configuration, click Modify arrays or
Modify logical drives.
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13. Click Apply to accept and save the configuration. This saves the
configuration in the ServeRAID controller and on the physical
drives.

14. If you have multiple controllers, repeat steps 1 to 13 for each
controller.

Using the Information Mode

You can use the Information mode to view the configuration
information of ServeRAID controllers, arrays, logical drives, hot-spare
drives, and physical drives that make up your ServeRAID subsystem.
You also can use this mode to change some of the ServeRAID controller
settings. Click an item in the Main Tree and select the Actions menu to
display available actions on that item.

B ServeHAID Manager - [ System infoimation for Local only [Local system) |

Fila Wiew Remole

FF managed systems Sysiorn information 1 Ciacoriplion ofvalue |
e Sernver name boress.raleigh.ibm com
Mumber oTcontrollers 2

Operanng system WA DS T

Device driver version a0

(=W Contraller 1
1+ W Cartrnller 3 (R0t eanrmgue o

Diate Time Souree Clescription

n_|SereRsID Managar stated

| E= ]

To view the current settings for the device and to view configuration
information, do the following:

1. Click the plus (+) box next to the object in the Main Tree to expand
that portion of the tree.

2. Click the icon for the server, ServeRAID controller, array, logical
drive, hot-spare drive, or physical drive to view its current settings.

Detailed information about the selected device will appear in the Main
Pane on the right.
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Modifying the ServeRAID Controller Configuration

You can use the ServeRAID Manager program to configure and modify
ServeRAID controllers. This section provides information about the
following ServeRAID actions:

m  Change RAID levels
m  Increase free space

m  Increase logical drive space

Modifying a Configuration

You can modify a configuration to change RAID levels, increase free
space, or increase logical drive space. When you use these actions, you
dynamically change the current logical drive structure.

To modify a configuration, you must have at least two logical drives
available: one free logical drive and one source logical drive that is in
the okay state. During the procedure, the ServeRAID controller changes
the state of the free logical drive to system; then, temporarily uses the
system drive to perform the migration. When the migration procedure
completes, the ServeRAID controller changes the state of the system
drive back to free.

While modifying a Logical Drive, consider the following:

m  The Main Tree displays only physical drives that are at least the
size of the smallest physical drive in the selected array. When
adding to an existing array, you cannot add physical drives that are
smaller than the smallest drive currently in the array.

m  When adding to an existing array, do not add physical drives that
are larger than the physical drives currently in the array. If you add
physical drives that are larger than the physical drives currently in
the array, you will not be able to use all the space on the new
physical drives.

m  Existing physical drives in the selected array are labeled Online.
Newly added physical drives are labeled New online. You cannot
remove online drives from an existing array.
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m  If you want to remove a new online drive from the array, drag it
back to the Main Tree.

Changing RAID Levels

You can change the RAID levels of currently defined logical drives. To
use the Change RAID level, all of the logical drives within the array
must be the same RAID level.

The ServeRAID controllers support changing RAID levels as follows:

m  Change two or more drives from RAID level-0 to RAID level-5 by
adding one physical drive.

m  Change two drives from RAID level-1 to RAID level-5 by adding
one physical drive.

m  Change from RAID level-5 to RAID level-0 by removing one
physical drive.

m  Change from RAID level-5E to RAID level-5.

To change the RAID level of an existing array, use the following
procedure:

1. Click an array from the Main Tree (that is, the left tree).
2. Select Logical drive migration from the Actions menu.
3. Select from the available Change RAID levels on the menu.

If you select one of the following, another tree appears on the right.
Go to step 4 on page 272.

m  Change RAID level from RAID 0 to RAID 5
m  Change RAID level from RAID 1 to RAID 5

Note: If the array already contains the maximum number of
physical drives (based on the firmware level and the
stripe-unit size), the two previous Change RAID
levels actions are not available.

If you select one of the following, go to step 6 on page 272.
m  Change RAID level from RAID 5 to RAID 0
m  Change RAID level from RAID 5E to RAID 5

UM Server Extensions: User’s Guide 271



4.  Add to the selected array by dragging one ready drive from the
Main Tree to the array in the right tree.

5. After you add the physical drives to your arrays, click Next to
review your new logical drive configuration.

Note: If you change your mind and want to modify your
configuration, you can click Back to return to this array
tree window.

6. Review the configuration in the right pane. It describes how the
configuration will affect the logical drives and free space before
you click Apply.

Note: You can expand the tree for another view of the
configuration.

7. Click Apply to approve the new configuration. The ServeRAID
Manager program automatically changes the RAID levels of the
logical drives in the array.

If you do not want to approve the logical drive configuration, click
Cancel and return to the system management information window.

Note: Because changing RAID levels is a lengthy process, no
other actions on the controller can be performed until the
migration is complete. The ServeRAID Manager program
displays a progress indicator in the status bar. You can use
the logical drive during the change RAID levels process.
You can also remove the system power. When you restore
the power, the process restarts where it left off.

8.  Click Yes when the confirm pop-up window opens.

Increasing Free Space

Using this feature you can add one, two, or three physical drives to an
existing array so you can create another logical drive in the array.

When you create an array, logical drives are striped across all physical
drives in that array. To create more free space in an existing array, define
additional physical drives to add to the array. Then, the ServeRAID
Manager program migrates the logical drives such that the data is spread
across the existing and new physical drive
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To increase free space, do the following:

1. Click an array from the Main Tree (that is, the left tree).
2. Select Logical drive migration from the Actions menu.
3. Select Increase free space from the menu.
4

Add to the selected array by dragging ready drives from the Main
Tree to the array in the right tree.

Note: You can add up to three physical drives.

5. After you add the physical drives to your arrays, click Next to
review your new logical drive configuration.

6. Review the configuration in the right panel. It describes how the
configuration will affect the logical drives and free space when you
click Apply. If you want to modify the configuration, click Back
to return to the array tree window.

Note: You can expand the tree for another view of the
configuration.

7. Click Apply to approve the new configuration. The ServeRAID
Manager program automatically increases the free space.

If you do not want to approve the logical drive configuration, click
Cancel and return to the system management information window.

8.  Click Yes when the confirm pop-up window opens.

Note: Increasing free space is a lengthy process. You cannot
perform any other actions on the affected controller until
the process is complete. The ServeRAID Manager
displays a progress indicator in the status bar. You can use
the logical drive during the increase free space process.
You can also remove the system power. When you restore
the power, the increase free space process restarts where it
left off.

9.  When the increase free space process completes, you can create
new logical drives in this array.

UM Server Extensions: User’s Guide 273



Increasing Logical Drive Space

Using this feature you can add one, two, or three physical drives to an
existing array so you can expand the size of the logical drives in the
array. When increasing logical drive space, the ServeRAID Manager
program migrates the logical drives such that the logical drives gain
additional space, much like adding paper to a notebook.

When you create an array, logical drives are striped across all of the
physical drives in that array. To increase the size of the logical drives in
an existing array, define additional physical drives to add to the array.
Then, the ServeRAID Manager program migrates the logical drives such
that the data is spread across the existing and new physical drives.

To increase logical drive space, do the following:

1.

2
3.
4

Click an array from the Main Tree (that is, the left tree).
Select Logical drive migration from the Actions menu.
Select Increase logical drive space from the menu.

Add to the selected array by dragging ready drives from the Main
Tree to the array in the right tree.

Note: You can add up to three physical drives.

After you add the physical drives to your arrays, click Next to
review your new logical drive configuration.

Review the configuration in the right pane. It describes how the
configuration will affect the logical drives and free space when you
click Apply. If you want to modify the configuration, click Back
to return to the array tree window.

Note: You can expand the tree for another view of the
configuration.

Click Apply to approve the new configuration. The ServeRAID
Manager program automatically increases the logical drive space.

If you do not want to approve the logical drive configuration, click
Cancel and return to the system management information window.

Click Yes when the confirm pop-up window opens.

Note: Increasing logical drive space is a lengthy process. You
cannot perform any other actions on the affected controller
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until the process is complete. The ServeRAID Manager
displays a progress indicator in the status bar. You can use
the logical drive during the increase logical drive space
process. You can also remove the system power. When
you restore the power, the increase logical drive space
process restarts where it left off.

Setting User Preferences

Select User preferences from the File menu. A window opens that you
can use to specify the following settings:

m  Initialization settings

m  Alarm settings

Initialization Settings

Initializing a logical drive erases the first 1024 sectors on the drive and
prevents access to any data previously stored on the drive. The default
setting is checked. When this mode is enabled, the ServeRAID Manager
program automatically initializes each new logical drive and prevents
access to the manual initialization function. To initialize settings, do the
following:

1.  Click the Initialization settings tab.

2. Click the check box to enable or disable automatic initialization of
logical drives.

3. Click OK.

Note: If you uncheck (that is, disable) automatic initialization, the
Manager will not initialize each logical drive (by writing zeros
to the first 1024 sectors of the logical drive) when it is created.
You must still initialize all newly defined logical drives before
storing data.

Alarm Settings

All Warning events and all Error events cause an audible alarm to sound
every five minutes, notifying you of the event. To adjust the alarm
interval in the Alarm settings window, do the following:
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1.  Click the Alarm settings tab.
2. Click the check box to enable or disable the repeating alarm.

Note: If you disable the alarm, you will not hear an audible alarm
when you receive problem events.

3. If you have enabled the alarm, you can adjust the time interval (in
seconds) you want between each alarm. The default is 300 seconds
(that is, 5 minutes).

4.  If you have enabled the alarm, you can adjust the length of time (in
beeps) you want the alarm to continue. The default is 3 beeps.

Click OK.
6.  Restart the Manager for these settings to take effect.

Silencing the Repeating Alarm

Silence the repeating alarm turns off the alarm for the current failure
without disabling the feature.

] To silence the alarm, click on the tool bar.

Understanding Drive States

This section provides descriptions of the physical and logical drive
states.

Physical Drive State Descriptions

The following table provides descriptions of the valid physical drive

states.
DRIVE STATE MEANING
Defunct A physical drive in the Online, Hot-Spare, or Rebuild

state has become defunct. It does not respond to
commands, which means that the ServeRAID
controller cannot communicate properly with the
drive.
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DRIVE STATE

MEANING

Hot Spare

A Hot-Spare drive is a physical drive that is defined for
automatic use when a similar drive fails.

Online

The drive is Online. It is functioning properly and is
part of an array.

Rebuilding

The drive is being rebuilt.

Ready

The ServeRAID controller recognizes a Ready drive as
being available for definition.

Standby Hot Spare

A Standby Hot Spare is a Hot-Spare drive that the
Spare ServeRAID controller has spun down. If an
Online drive becomes Defunct and no suitable Hot-
Spare drive is available, a Standby Hot-Spare drive of
the appropriate size automatically spins up, and enters
the Rebuild state.

Logical Drive State Descriptions

The following table provides descriptions of the valid logical drive

states.
DRIVE STATE MEANING
Blocked During a rebuild operation, the ServeRAID controller

sets the state of any RAID level-0 logical drives
associated with a failed array to the Blocked state; then,
it reconstructs the data that was stored in RAID level-1,
RAID level-1E, Raid level-5 and RAID level-5E
logical drives.

After the Rebuild operation completes, you can
unblock the RAID level-0 logical drives, and access
them once again. However, the logical drive might
contain damaged data. You must either re-create,
reinstall, or restore the data from the most recent
backup disk or tape to the RAID level-0 logical drive.

Critical Migrating

A logical drive in the critical state that is undergoing a
logical drive migration (LDM).

UM Server Extensions: User’s Guide

277




DRIVE STATE MEANING

Critical System The ServeRAID controller uses this reserved state
during a logical drive migration (LDM) when the
logical drive is in the critical state.

Critical A RAID level-1, RAID level-1E, RAID level-5, or
RAID level-5E logical drive that contains a defunct
physical drive is in the critical state. A critical logical
drive is accessible, despite a physical drive failure.

Migrating The logical drive is undergoing a logical drive
migration; that is, a change in RAID levels, a change in
logical drive size, an increase in free space, or a RAID
level-5E compression or decompression.

Offline The logical drive is offline and not accessible. This
state occurs when one of the following is true.

| One or more physical drives in a RAID level-0
logical drive is defunct.

| Two or more physical drives in a RAID level-1,
RAID level-1E, or level-5 logical drive are
defunct.

| Three or more drives in a RAID level-5E logical
drive are defunct.

Okay The logical drive is okay. It is in a good, functional
state.
System The ServeRAID controller uses this reserved state

during logical drive migration (LDM).

ServeRAID Events in Director

The ServeRAID Manager tool adds the following events to the event
builder log:

m  Battery-Backup events: Failed and Need Replacement.

m  Configuration Change events: Adapter, Array, Array (BIOS Mode,
Failover), Import, Logical Drive, Merge Migration, Read Ahead
Cache, Rebuild Rate, Removed, Replaced, Reset To, Scan, SCSI,
Set To (Strip Size, Successful), Unattended Mode, Write Back,
Write Cache, Write Through.
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Enclosure
Logical Drive

Physical Drive

State events: Added, Failed, Failover, Not Found, Replaced,
Working.
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10

Software Rejuvenation

The IBM Software Rejuvenation program is used to increase the
reliability of "stand-alone" servers and nodes in a cluster.This is
achieved through scheduled software rejuvenations (restarts) on each
node. These rejuvenations can be planned for a specific time or time
period (such as every other month on the 1st Sunday or once, today at
5:15 p.m.). In addition, there is the option to plan "no" rejuvenations
during a specified period. With predictive rejuvenation, the program
can predict when a resource requires a rejuvenation. This provides high
availability by limiting the number and frequency of outages while
ensuring that peak time availability is not compromised.

To start the Software Rejuvenation program from the IBM Director
main window, you must do one of the following:

m  Drag-and-drop the Software Rejuvenation task icon on to a cluster
or group of nodes (IBM Availability Extensions for MSCS or
MSCS).

m  Drag-and-drop a cluster or one or more nodes onto the Software
Rejuvenation task icon.

m  Right-click a cluster name or one or more nodes names in the IBM
Director console, then click Software Rejuvenation from the menu.

The Software Rejuvenation Window

The Software Rejuvenation window contains two panels. The left panel
contains an Explorer tree view with server folders. These folders
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expand to display clusters and nodes. The right panel contains a calendar
with rejuvenation dates. The Software Rejuvenation window also
contains the following components:

] Title bar
] Calendar

] Server Time

\
%5 Soltware Rejuvenation - ZEGGERT
File View Toals Help

=i Selected Servers o
[@ ZEGGERT " g
N N
P
3 4 3 3 7 B a
R Nl Nl N Nl I NIl I e
P I P N
m\ - 11\ P H [13 T4 5 6
SN | TN
17 18 iE] [0 il 77 3
74 25 26 27 28 79 [0
w
Reaty. Server Time: 04:02:34pm 081 2/2000 ‘

Title Bar

The title bar is located at the top of the window and displays the name
of the program and the name of the selected cluster or nodes.

Calendar

Use the calendar to schedule and to edit node rejuvenations.The calendar
also provides a monthly overview of scheduled node rejuvenations.

The calendar opens to the current month and year, with the current date
highlighted. The lower corners of the calendar displays a minus and a
plus tab. Click the minus tab (-) to revert the calendar to the previous
month. Click the plus tab (+)to advance the calendar one month.

When a node is scheduled for rejuvenation, a node icon displays on
every day for which the node is scheduled. If multiple nodes are
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scheduled for rejuvenation on the same day, the node icons are shown
cascaded on the specified date.

Server Time

The time and date is listed at the bottom of the Software Rejuvenation
window. This is the current time and date of the server.

Note: The server time and the console time may be different.

Managing Software Rejuvenations

You can use the IBM Software Rejuvenation program to selectively
restart nodes in a cluster or one or more stand- alone servers or nodes. In
restarting a node, you rejuvenate or refresh software resources. This
program not only restarts a node in a selected cluster, but also allows you
to schedule restarts, which includes scheduling multiple nodes on
various dates.

The IBM Software Rejuvenation program recognizes and can rejuvenate
single MSCS clusters and one or more stand-alone nodes.

Scheduling Nodes for Software Rejuvenation

Using the IBM Software Rejuvenation program you can schedule nodes
for rejuvenation in several modes. The following sections describe these
ways.

Note: The Software Rejuvenation program uses the IBM Director
console time to validate and duplicate rejuvenation schedules,
and uses the server system clock to execute schedules.

The Software rejuvenation must be enabled in order to schedule
a rejuvenation. In addition, for Prediction, the agent must be
installed and configured on individual nodes and the nodes of a
cluster.

Scheduling a Rejuvenation for a Single Node

To schedule rejuvenation for a single node, use the following procedure:
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1. Select the node from the Explorer view in the Software
Rejuvenation window.

2.  Drag-and-drop the node onto the calendar date of the scheduled
rejuvenation.

The Repeat Schedule window opens.

Repeat Schedule - Server - ZEGGERT

Mame: |

Starting date:
Repeat:

[09r12rz000 =]
once -

J Reboot time:
[os:00:00pm =
| Zancel

3.  Enter the Name of the Schedule.
The name is user defined.

4. From the Repeat drop-down list, select the preferred schedule type
for the node.

5. In the Starting Date drop-down list, specify the date you want the
rejuvenation to start.

6.  From the Reboot Time drop-down list, select the rejuvenation start
time.

Note: The number of days set in the Min. Reboot Interval field
will override any repeat scheduling made through the
calendar.

7. Click OK.
The node icon appears on the calendar.

8.  Press Alt-F and Alt-S(File and Save) to accept the changes.
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For more information on setting software rejuvenation parameters, see
"Rejuvenation Options" on page 291.

Scheduling a Single Rejuvenation
To rejuvenate a node as a single instance, use the following procedure:

1. Select the node (icon) from the Explorer view in the Software
Rejuvenation window.

2. Drag-and-drop the node onto the calendar date of the first
scheduled rejuvenation.

The Repeat Schedule window opens.

Repeat Schedule - Service - 115 Admin Service

Marme: |BQ3LM|

Starting date:

Repeat:
[0rzoiz000 =
once -
J Reboot time:
[to:00:00am =
Ok | Zancel

Enter the User-defined name.

4. From the Repeat drop-down, select Once as the schedule type for
the node.

5. In the Starting date drop-down list, select the date you want the
rejuvenation to start.

6. In the Reboot time drop-down list, specify the time you want the
rejuvenation to start. Time values are in 15-minute intervals.

7. Click OK to schedule the rejuvenation for this node.
8. Press Alt-F and Alt-S to accept changes.
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Scheduling a Daily Rejuvenation
To rejuvenate a node daily, use the following procedure:

1. Select the node from the Explorer view in the Software
Rejuvenation window.

2. Drag-and drop the node on to the calendar date of the first
scheduled rejuvenation.

The Repeat Schedule window opens.

Repeat Schedule - Server - ZEGGERT =

Marme: lZegger‘t

Starting date:

Repeat:

[0@s1 srz000 =i
Reboot time:
Every day = [os:00:00pm =
Ok | Cancel

3.  Enter the User-defined name.

4.  From the Repeat drop-down list, select Daily.
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Repeat Schedule - Service - X72

Mame: |pagyi

Starting date:

Repeat:

[per1arzo00 =i
|Da|l3-' j FReboot time:
[Every day ] [1o:00:00am =

Every Znd day
Every 3rd day

Every 4th day
Every Sth day
Ewvery Gth day
Every Tth day
Every 8th day -

Ok | Cancel |

5. A drop-down list appears under Daily. From the drop-down list,
select the rejuvenation frequency for the node.

If you select Every day, the node is rejuvenated each day; while if
you select Every 2nd day, the node is rejuvenated every other day,
and so on.

6. Inthe Starting date drop-down list, specify the date you want the
rejuvenation to start.

7. From the Reboot time drop-down list, select the rejuvenation
time. Time is measured in increments of 15-minute intervals.

8.  Click OK.
9.  Press Alt-F and Alt-S to accept the changes.

Scheduling a Weekly Rejuvenation

To rejuvenate a node as a weekly occurrence, use the following
procedure:

1. Select the node from the Explorer view in the Software
Rejuvenation window.

2.  Drag-and-drop the node on to the calendar date of the first
scheduled rejuvenation.
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8.
0.

The Repeat Schedule window opens.

Repeat Schedule - Service - 72 =

MName: [Faoyv

Starting date:

Repeaat:

[oor1erzo00 =]

Reboot time:
Every = [10:00:00am =]
Sunday
mMonday
Tuesday
Waednesday
Thursdaw
Friday
Saturday

ke Cancel

Enter a User-defined name.
From the Repeat drop-down list, select Weekly.

A drop-down list appears under Weekly.

From the drop-down, select a day of the week for rejuvenation.
You may select two or more days of the week for the rejuvenation
Selecting Every will rejuvenate the node each selected day of the
week.

In the Starting date drop-down list, select the rejuvenation start
date.

In the Reboot time drop-down list, select the rejuvenation time.
Time is displayed in 15-minute intervals.

Click OK.
Press Alt-F and Alt-S to accept the changes.

Scheduling a Monthly Rejuvenation by Date

To rejuvenate a node as on a specific date each month, use the following
procedure:
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7.
8.

Select the node from the Explorer view in the Software
Rejuvenation window.

Drag-and-drop the node on to the calendar date of the first
scheduled rejuvenation.

The Repeat Schedule window opens.

Repeat Schedule - Server - ZEGGERT

Marme: |

Starting date:
Repeat:

[0sr19rz000 =]

[Monthly by date = Eeboot fime.

|E\.-'er'g,-' rmonth on the - |DS'DD'Dme il
1 6th day =

17th day

1 8th day

1 9th day

Z20th day

Z22th day

b R L ] S P j

| Zancel |

From the Repeat drop-down list, select Monthly by date.

A drop-down list appears under Monthly by date.
From the drop-down list, select the day of the month for the node
rejuvenation.

In the Starting date drop-down list, select a node rejuvenation
date.

From the Reboot time drop-down list, select a rejuvenation time.
Time is displayed in 15-minute intervals.

Click OK.
Press Alt-F and Alt-S to accept changes.

Scheduling a Monthly Rejuvenation by Day

To rejuvenate a node on specific days each month, use the following
procedure:
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1. Select the node from the Explorer view in the Software
Rejuvenation window.

2.  Drag-and-drop the node on to the calendar date of the first
scheduled rejuvenation.

The Repeat Schedule window opens.

Repeat Schedule - Service - XY =2

Mame: |C#%|

Starting date:
Repeat:

[0er1 452000 =

|ru10nthh_,-' SHiE el j Reboot time:

|E\.-'er3-' month an the ﬂ

1st Sunday —
1=t Monday

[t1:00:00am =

1st Tuesday
1stvwwednesday
1=t Thursday
1=t Friday

1=t Saturday

i
el T e ed s

Ok | Cancel

Enter a User-defined Name.
4.  From the Repeat drop-down list, select Monthly by day.
New fields appear in the current window.

5. A new drop-down list appears under Monthly by day. Select the
day of the month for node rejuvenation.

6. From the Starting date drop-down list, select the start date for the
node rejuvenation.

7. From the Reboot time drop-down list, select the start time for the
rejuvenation. Time is displayed in 15-minute intervals.

8.  Click OK.
9.  The Skipping Some Dates pop-up box may appear. Click OK.
10. Press Alt-F and Alt-S to accept changes.
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Rejuvenation Options

Use the Rejuvenation Options window to set parameters for
rejuvenation operations on a cluster level. To set parameters for a cluster
failover check, cluster rejuvenation logic (errors), and a minimum restart
interval, do the following:

1. From the Software Rejuvenation window, select
Tools —Rejuvenation Options.

The Rejuvenation Options window opens.

Hejuvenation Options - ZEGGERT

Cluster Failover Check Rejuvenation Logic
(" Skip Check W Enable rejuvenation
(" Checkfor One Min. Reboat Interval
& Check for Al i 2 pas

Cancel ‘ Help ‘

2. The Cluster Failover Check option defines the failover rules for
a node in the selected cluster. Rejuvenation occurs if the selected
value matches the state of the cluster. To set the Cluster Failover
Check option, use one of the following procedures:

m  Click Skip Check if you do not want the rejuvenation
program to check for other nodes in the cluster. Selecting this
value allows a rejuvenation to always occur.

m  Click Check for One if you want the rejuvenation program
to check for another node in the cluster. If the program cannot
find another node in the selected cluster, the selected node
will not be rejuvenated.
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6.

m  Click Check for All if you want the rejuvenation program to
check the availability of all nodes in the cluster. If a single
node in the cluster does not respond to the cluster, the
selected node will not be rejuvenated.

To set the rejuvenation logic for the cluster, select the Enable
Rejuvenation check box to enable error checking on the cluster.

In the Min. Reboot Interval drop-down list, select the number of
days that must elapse before a node in the selected cluster can be
rejuvenated.

For example, if 3 days is selected, a node in the cluster will not be
rejuvenated again in a period of less than 3 days after the previous
rejuvenation. Selecting 0 days allows a node to be rejuvenated at

any time without checking for the date of a previous rejuvenation.

Click OK.
Press Alt-F and Alt-Save to accept changes.

Editing Scheduled Rejuvenations

Use the IBM Cluster Software Rejuvenation program to edit scheduled
node rejuvenations at the cluster level and the node level.

Editing a Scheduled Rejuvenation at the Node

Level

To change the date, time, or frequency of scheduled node rejuvenations,
use the following procedure:

1.

From the IBM Director Console, drag-and-drop the Cluster (the
owner of the nodes you want to reschedule) onto the IBM Software
Rejuvenation task icon.

The Software Rejuvenation window opens.

The calendar displays the current month and year. The current date
is highlighted. A node icon is displayed on calendar day for which
a node is scheduled for rejuvenation. If multiple nodes are
scheduled for rejuvenation on the same day, the node icons are
shown cascaded on the specified date.
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2. In the Calendar, right-click the node you want to edit.
The Edit Schedule menu appears.

% Software Rejuvenation - ZEGGERT
File View Tools Help

Fl3) Belected Servers
[i= zEGGERT

mher- 2000

Edit Schedule »
Delete Schedule  »
Highlight Schedule »

|Semer Time: 10:51:44am 0811372000

EZE ‘ Ready.

3.  Click Edit schedule — Schedule<node name>.

Note: Click the plus sign to advance the calendar a month, and
click the minus sign to revert the calendar to the previous

month.

The Repeat Schedule window opens.
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Marme: ﬁ

Repeat:

Starting date:

[02rzsr2000 =]
|Da|l3-' ﬂ Rehoot time:
|Every day [ [1o:o0:00am =

Dk | Zancel |

4.  From the Repeat Schedule window, edit the rejuvenation schedule
settings.

5. Click OK.
6. Press Alt-F and Alt-S to accept changes.

Editing a Rejuvenation at the Cluster Level

To change the failover check, cluster rejuvenation logic (error), and
minimum reboot interval for rejuvenation operations for a cluster, do the
following:

1. From the IBM Director Console, drag-and-drop the cluster you
want to edit onto the IBM Software Rejuvenation task icon.

The Software Rejuvenation window opens. The calendar
displays the current month and year. The current date is
highlighted.

2. From the Software Rejuvenation window, click
Tools— Rejuvenation Option.

The Rejuvenation Options window opens.

3. To set the Cluster Failover option, use the following procedure:
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m  Click Skip Check if you do not want the rejuvenation
program to check for other nodes in the cluster. Selecting this
value allows a rejuvenation to always occur.

B Click Check for One if you want the rejuvenation program
to check for another node in the cluster. If the program cannot
find another node in the selected cluster, the selected node
will not be rejuvenated.

m  Click Check for All if you want the rejuvenation program to
check the availability for all nodes in the cluster. If a single
node in the cluster does not respond to the cluster, the
selected node will not be rejuvenated

Note:

The Cluster Failover Check option defines the
failover rules for a node in the selected cluster.
Rejuvenation occurs if the selected value matches
the state of the cluster.

4.  To set the rejuvenation logic for the cluster, select the Enable
Rejuvenation check box to enable error checking on the cluster.

5. From the Min. Reboot Interval drop-down list, set the number of
days for a node rejuvenation.

For example, if 3 days is selected, a node in this cluster will not be
rejuvenated again in a period of less than 3 days after the previous
rejuvenation. Selecting 0 days will allow a node to be rejuvenated
at any time without checking for the date of a previous
rejuvenation.

6. Click OK.
Press Alt+F and Alt+S to accept changes.

Removing a Node from the Rejuvenation Schedule

If a node is scheduled for rejuvenation on more than one date, removing
the node from one date on the calendar removes it from all other dates
and times on the calendar. To remove a node from the rejuvenation
schedule, use the following procedure:
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4,
5.

From the IBM Director Console, drag-and-drop the cluster (the
owner of the node you want to remove) onto the IBM Software
Rejuvenation task icon.

The Software Rejuvenation window opens.

The calendar displays the current month and year. The current date
is highlighted. A node icon is displayed on every day that a node is
scheduled for rejuvenation. If multiple nodes are scheduled for
rejuvenation on the same day, the node icons are shown cascaded
on the specified date.

In the Calendar, right-click the node you want to remove.
The Edit menu appears.

Select Delete —Schedule<Node Name>.

The Verify Remove box appears

(If the node rejuvenation that you are removing from the calendar
is scheduled to occur only once, you will not receive this message
window).

_%ﬁ'\r'erify remove schedule 1

! E All highlighted schedules will he deleted, are you sure?

o |

Select Yes.
Press Alt+F and Alt+S to accept changes.

Using Keyboard Commands

The following table describes the keyboard commands that you can use
to perform basic tasks.

Keyboard command

Use this shortcut to:

TAB / SHIFT-TAB To move a selected date forward or backwards
through the calendar interface.
CTRL+C Copy a node.
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Keyboard command Use this shortcut to:

CTRL+V Paste a copied node on a selected calendar date.

CTRL+E Access the Repeat Schedule window and to edit the
schedule.

CTRL+D Delete a scheduled rejuvenation on a selected date.

CTRL+H Select (highlight) a schedule.

Predictive Rejuvenation

Predictive Rejuvenation defines the way in which PFA (Predictive
Failure Analysis) logic is processed. It can be used with one or more
nodes. In order to use predictive rejuvenation, you must first configure
the nodes. From the Software Rejuvenation window, select Tools—
Prediction— Configuration Wizard to start the configuration wizard.

Using the Predictive Rejuvenation Wizard

There are two Predictive Rejuvenation modes of operation: Typical and
Expert. Typical predictive mode handles the common rejuvenation
options. The Expert predictive mode handles the advanced predictive
rejuvenation options such as, auto rejuvenation, user defined
application, as well as common rejuvenation options.

To configure a Typical Mode of Operation, use the following

procedure:

1. From the Software Rejuvenation window, select Tools—
Prediction— Configuration Wizard to start the configuration
wizard.

The Configure Mode of Operation window opens.
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@ New Configuration Mode of Operation

¥ Typical - standard predictive rejuvenation
Cammaon rejuvenation options

" Expert- advanced predictive rejuvenation
Auto rejuvenation, user defined services, and camman rejuvenation options

Cancel | Help |

From the Configuration - Mode of Operation window, select
Typical.

Click Next
The Configure Business Level Support window opens.

Mew Configuration Business Level Support [typical mode)

Select any supported senices {multi-select)
Internet Information Service

Daomina Server 5.0.2

Microsoft Exchange 2000

= Prey | Cancel | Help |

Configure Business Level Support.
Supported NT services will be listed. Select a service. You can
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select multiple services. If you select IIS (Internet Information
Serviceable predictions algorithms specific to IIS will be
performed on this system. Supported Services are IIS v4/5,
Domino v5.02, and Exchange 2000. If a Business-level service
is not selected, no events or notification will be generated for that
service.

5. Click Next.
The Forecasting window opens.

E?)' Mew Configuration Forecasting Configuration [typical mode]

Setthe location and maximum size for the forecasting database

Location |c:1SRFurecasting1

Datahase size |50 i‘ llegabytes

< Prey | Cancel | Help |

6.  To configure Forecasting set the directory location and the
maximum size for the database.

7.  Click Next.
The Notification Option window opens.
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0.

hessage: | {optional)
" Ticker Tape  User(s): |
" Mone Delivery Criteria: |Acti\re U=ers Only ﬂ

Beginning prediction intersal 72 jl hour(s)

Ending prediction interval 120 il hour(s)

= Pray | Finish | Cancel Help

To configure Notification Options:
Under Action Plan, select Console, Ticker Tape, or None.

a
b. Inthe Message text box, enter a message (optional).

e

In the User(s) text box, enter user name.

o

From the Delivery Criteria drop-down list, select a criteria.

e. From the Beginning prediction interval drop-down list select
the beginning prediction interval. From the Ending prediction
interval drop-down list, select the ending prediction interval.
This range represents the earliest and latest times (in the
future) in which the forecasting logic will determine an
exhaustion will occur.

The earliest time (in hours) is the earliest time that the
forecasting logic will predict an exhaustion. The Latest time
(in hours) is the latest time that the forecasting logic will
predict an exhaustion. This range is configured so that the
earliest time is always prior to the latest time. The smallest
interval between earliest and latest is one day (24 hours).

Click Finish.
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To configure an Expert Mode of Operation, use the following procedure:

1. From the Software Rejuvenation window, select Tools—
Prediction— Configuration Wizard to start the configuration
wizard.

The Configuration Mode of Operation window opens.

odify Configuration Mode of Operation

" Typical - standard predictive rejuvenation
Cammaon rejuvenation options

& Expert- advanced predictive rejuvenation:
Auto rejuvenation, user defined senices, and common rejuvenation options

| et = | Cancel | Help |

2. From the Configuration - Mode of Operation dialog box, select
Expert.

Click Next.

4.  Configure the Business Level support.
Supported NT services will be listed. Select a service. You may
select multiple services. If you select IIS (Internet Information
Serviceable) prediction algorithms specific to IIS will be
performed on this system. Supported Services are IIS v4/5,
Domino v5.02, and Exchange 2000. If a Business-level service is
not selected, no events or notification will be generated for that
service.
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Modify Configuration Business Level Support [expert mode]

Select any supported services (multi-select
Internet Infarmation Service

Damina Server 5.0.2

Microsoft Exchange 2000

= Pray T Mewts Cancal | Help |

5.  Click Next.
The User Defined Services window opens.

[Z=]]

@ New Configuration User Defined Services

Semice Mame

Wy Mew Sarvice

Accept | Remove |

Serices for time-based rejuvenation onlky.

= Prey | Cancel | Help |

6. In the Service Name text box, enter a user-defined service.

Click Accept.
In Expert mode, in addition to listing supported NT services, you
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can add additional services. If the service is found and the user has
permission to stop or start the service.

7.  Click Next.
The Forecast Configuration window opens.

Setthe location and maximum size for the forecasting database

Location |c:1.SRFDrecasting‘t

Datahase size |50 jl Megabytes

= Pray | NEM’ Cancel | Help |

8.  Configure Forecasting by setting the directory location and the
maximum database size.

9.  Click Next.
The Notification Options window opens.

10. To configure Notification Options, use the following procedure:

a.
b.

C.

o

Under Action Plan, select Console, Ticker Tape, or None.
In the Message text box, enter a message (optional).

In the User(s) text box, enter user name.

From the Delivery Criteria drop-down list, select a criteria.

From the Beginning prediction interval drop-down list select
the beginning prediction interval. From the Ending prediction
interval drop-down list, select the ending prediction interval.
This range represents the earliest and latest times (in the
future) in which the forecasting logic will determine an
exhaustion will occur.
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The earliest time (in hours) is the earliest time that the
forecasting logic will predict an exhaustion. The Latest time
(in hours) is the latest time that the forecasting logic will
predict an exhaustion. This range is configured so that the
earliest time is always prior to the latest time. The smallest
interval between earliest and latest is one day (24 hours).

11. Click Next.
The Rejuvenation Options window opens.

_5'3" Modify Configuration Rejuvenation Options

Automatic rejuvenation scheduling is enabled!

Tirme hetween notification and scheduling

Grace time of [0 jl hourg

Automatic Scheduling Resolution
" Force schedule.

&+ Skip schedule (eventnotification only).

= Frey | FInISh Cancel | Help |

12.  To configure Rejuvenation Options use the following procedure:

a.

Select System Level or Business level.

A System level exhaustion means that the system will be
restarted. A Business level exhaustion means that, if it’s a
service it will be stopped and started.

Enter the Time between notification and scheduling from
the drop-down list.

Under Automatic Schedule Resolution, select Force
schedule or SKkip schedule.
You can choose to perform an automatic rejuvenation base on
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the application predications and your "hands-off"
configuration in the main Software Rejuvenation application.

13. Click Finish.

Schedule Filter

You can schedule specific days for no rejuvenations. High availability
of your resources is based on usage-rates. Therefore, most usage-rates
are during a set of peak times. For example, a business may determine
that peak usage times are during Wednesday’s from 2:00pm through
7:00pm. You would schedule no rejuvenations during peak usage times.
This mode of configuration is based on the concept that certain periods
are considered hands-off.

To use the Schedule Filter, use the following procedure:

1.  From the Software Rejuvenation window, select Tools—
Schedule Filter
The Schedule Filer dialog box appears.

Schedule Filter

Ireealid days of week: Manual Scheduling Resolution
| | Sunoay ﬂ

Monday * Skip Schedule

<l T

Tuesday

<]

Wednesday " Force Schedule
Thursday

<l Xl

Friday

—

Saturday E

]2 Cancel

2. Select the invalid days of the week for a rejuvenation. Under
Manual Scheduling Resolution, select Skip Schedule or Force
Schedule.

3. Click OK.
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Trend Viewer

To view the predictive information for a system use the Trend Viewer.
First configure your system for prediction. See "Predictive
Configuration" page 297.

To view the trend viewer information, use the following procedure:

1.

From the Software Rejuvenation window, select one or more
nodes.

Highlight the node and right click or select Tools —Trend
Viewer.

Press polling on to enable a continuous refresh of the data
gathering or press polling off to disable a continuous refresh of the
data gathering. When a different parameter is selected, by default,
polling is off is shown.

The Trend Viewer has the following areas: View Area, Parameter
and Connect Samples.

View Area: The charts x axis times the charts y axis represents the
threshold. At the bottom of the chart, there is a line which
represents the significant points in time. It also shows the
exhaustion worst-case, expected-case, and the best-case.

Parameter: With the Parameter selection, you can decide the
parameters for the Trend Viewer information.

Connect samples: With this option, you can connect-the-dots of
sample points.

Closing the IBM Software Rejuvenation Program

To close the Software Rejuvenation program, select File —Close. If
you did not save your file, the Verify application dialog box appears.
Click Yes to close the file or click No, if you would like to save your file.

Creating Action Plans

The ICSM and Software Rejuvenation tools add new cluster event filters
to the IBM Director console. Using the Events Action Plan Builder you
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can create filters for specific cluster events, and further qualify the
events using the Extended Attributes option.

To create an event action, do the following:

1.  From the IBM Director console, select Tasks —Event Action
Plan Builder.

2. Right-click in the Event Filter pane to display a menu.

3. Click New — Simple Event Filter.
The Simple Event Filter dialog box appears.

«i= Simple Event Filter Builder- New M=
File Help
EVENTT\'DE} Severity] DayTime | Category| Sender Mame |
[~ Any = Software Rejuvenation =
=I-Prediction
=MT Cluster Server
Breach Limit This repeats far each sub item
Exhaustion under"Prediction”
Mear Limit
+ NT Cluster Service 4—'

+ NT Server ¢ |
+NT Serice +
= Schedule
—INT Cluster Serner
= Cancelled
Minimum Rejuvenation Interval
Missed

Mo Avallable Peers This repeats for each sub item
Mode State Invalid under"Schedule”
Peer State Inwalid

Failed

Scheduled
Succeeded
+ MT Cluster Service 4
+-MNT Server 4
+-MT Berice 4
+ WWindows MNT Event Log x

4. On the Event Type tab, clear the Any checkbox.
Click Software Rejuvenation to expand the directory tree.

Under Prediction or under Schedule, select an action to create am
event schedule.

7.  Click File Save As.

8.  In the Event Filter box, type in a descriptive name for the event,
and then click OK.

The new filter lists in the Event Filters pane of the Event Action Plan
Builder window.
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11

System Availability

The System Availability Interface

System Availability provides graphical proof that Software
Rejuvenation improves your system availability. This tool can be used,
not only for the Software Rejuvenation users, but for any user with the
responsibility of determining system availability for large sets of
systems. This tool can be used on groups of nodes.

Applying the System Availability task to a system with the UM Server
Extension agent will open the System Availability interface. The
interface consists of these elements:

[ ] Menu bar

B An information window consisting of five tabs:

Distribution of System Outages
Distribution of System Uptime
Availability Report

System Outages by Day of Week
System Outages by Hour of Day

[ ] A Status bar

The interface accepts multiple systems onto the same System
Availability task.
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The Menu Bar

The Menu bar consists of these selections:
m File
* Set Time
e Exit
m  View
*  Detach View
¢ Distribution of System Outages
¢ Distribution of System Uptime
e Availability Report
¢ System Outages by Day of Week
* System Outages by Hour of Day
m  Help
e Contents

e About the Program

The Information window

The information window displays graphically the system availability of
an assigned system or systems. By selecting a tab, you can view the
following system availability selections:

Distribution of System Outages
Distribution of System Uptime
Availability Report

System Outages by Day of Week

System Outages by Hour of Day

The Information window displays the combined averages of multiple
systems when applied to the System Availability task.
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Hover Help

When you move your mouse over a section of a pie chart or bar chart,
hover help displays a detailed explanation of the hovered section.

Detailed List of Records

The information window graphically displays the system availability of
an assigned system or systems. On a section of a pie chart or bar chart,
there are two ways to display the Detailed List of Records, double click
or right click and select Detailed List of Records.

The Detailed List of Records shows the entire System Availability
operational record for that system or systems selected for the
Availability Report. The list window is a reporting tool and cannot be
edited. You can change the sorting structure of the report by clicking on
one of the list topics.

The reporting topics are:
Computer Name

Start time

Stop time

Duration time

Planned or unplanned outage

Note: The Planned outage list contains either a checked or unchecked
box. A checked box means that the downtime was planned by
a normal shutdown procedure. An unchecked box means that
the system was shutdown unexpectedly.

Distribution of System Outages

The System Outages by Duration graph represents the percentage of
various duration times a system/system is unavailable following a
system outages. It indicates downtime of a system or systems.
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The calculation is performed by measuring the duration time between
stop and start events in the NT system log, specifically event (6006) stop
time to event (6005) start time. The Time Marks measurements are:

Time Marks

30 minutes 30%60 1800s

60 minutes 60*60 3600s

3 hours 3*60*60 10,800s

1 day 24*#60*60 84,4005

7 days 7%24*60*60 604,300s

1 month 31#24*60*60 2,678,400s(assuming 31
days/ 1month)

3 months 92*24*60*60 7,948,800s(assuming 92
days/ 3 months)

In the calculations, T equals time, and Ti equals a percent: The value
calculations are:

T1: Total outages of system and cluster last< 30 min. in that period
of time.

T2: Total outages of system and cluster last >30 min. < 1 hour in
that period.

T3: Total outages of system and cluster last> Thour < 3hours in that
period.

T4: Total outages of system and cluster last >3 hour< 1 day in that
period.

T5: Total outages of system and cluster last >1 day < 7 days in that
period.

T6: Total outages of system and cluster last >7 days < Imonth. (1
month equal 31days).

T7: Total outages of system and cluster> last 1 month < 3 months
(92days).
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m  T8: Total outages of system and cluster last> 3 months.
Total T = T1+T24+T34+T4+T6+T7+T8

Percent Ti = Ti/Total T * 100

Ti= TlorT2or..T8

= System Awailability

File “iew Help

Fustarm Olitanas by Day nTAWRaEK 1 Systern Outages by Hour of Day
Distribution of System Outages Distribution of Systern Uptime Systern Reliability

Distribution of System Outages

less than 30 mins
30-860 ming

1-2 hours

3-24 hours

1-7 davys

T-31 days

1-3 months

EEO0DOOmO

muore than 3 months

Distribution of System Uptime

The System Uptime graph represents the analysis of system availability
and cluster availability. It shows percents of various time durations that
a system and cluster are available.

The calculation is performed by measuring the duration time between
start and stop events in the NT system log, specifically event(6005) start
time to event (6006) stop time.

The System Uptime time marks and calculations are the same as the
Distribution of System Downtime.
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= System Availability
File Wiew Help

Auailahility Report I System Outages by Day of Week I Systemn Outages by Hour of Day {
Distribution of System Outages B Distribution of Systern Uptime i

Distribution of System Uptime

less than 30 mins
30-60 mins

1-3 hours

3-24 hours

1-7 days

7-31 days

1-3 months

OEOOEOEO

more than 3 months

Availability Report

The Availability graph is a snapshot of system reliability. It provides
measurements for system or systems.

The Servers Information measurements are:
m  System name
m  Date report from/to

m  Total uptime: Sum of the times between startups and shutdowns
(6005—6006)

m  Total downtime: Sum of the times between shutdowns and startups
(6006— 6005)

System availability: Total uptime (total uptime + total downtime).
Total reboots: Count of startup events (6005).

Mean time between reboots: Total uptime/Total reboots.

Average days analyzed per system: Sum of analyzed days for all
systems divided by the number of systems.

m  Percentage of system rebooted: Sum of systems reboots/ Total
number of system * 100.
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Mean Time between System crashes: Sum of analyzed days for all
systems divided by the total number of unplanned reboots (6008).

System Outages by Hour of Day

The System Outages by Hour of Day graph shows the distribution of
outages by time of day. The calculations are:

TO: Total down time (in seconds) in period 12:00 a.m. through 1:00
a.m.

T1: Total down time (in seconds) in period1:00 a.m. through
2:a.m.

T2: Total down time (in seconds) in period 2:00 am through 3:00
am.

T3: Total down time (in seconds) in period 3:00 a.m. through 4:00
a.m.

T4: Total down time (in seconds) in period 4:00 a.m. through 5:00
a.m.

T5: Total down time (in seconds) in period 5:00 a.m through 6:00
a.m.

T6: Total down time (in seconds) in period 6:00 a.m. through 7:00
a.m.

T7: Total down time (in seconds) in period 7:00 a.m. through 8:00
a.m.

T8: Total down time (in seconds) in period 8:00 a.m. through 9:00
a.m.

T9: Total down time (in seconds) in period 9:00 a.m. through 10:00
a.m.

T10: Total down time (in seconds) in period 10:00 a.m. through
11:00 a.m.

T11: Total down time (in seconds) in period 11:00 a.m. through
12:00 p.m.

T12: Total down time (in seconds) in period 12:00 p.m. through
1:00 p.m.
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m  TI13: Total down time (in seconds) in period 1:00 p.m. through

2:00 p.m.

m  TI14: Total down time (in seconds) in period 2:00 p.m. through
3:00 p.m.

m  T15: Total down time (in seconds) in period 3:00 p.m. through
4:00 p.m.

m  T16: Total down time (in seconds) in period 4:00 p.m. through
5:00 p.m.

m  T17: Total down time (in seconds) in period 5:00 p.m. through
6:00 p.m.

m  TI18: Total down time (in seconds) in period 6:00 p.m. through
7:00 p.m.

m  TI19: Total down time (in seconds) in period 7:00 p.m. through
8:00 p.m.

m  T20: Total down time (in seconds) in period 8:00 p.m. through
9:00 p.m.

m  T21: Total down time (in seconds) in period 9:00 p.m. through
10:00 p.m.

m  T22: Total down time (in seconds) in period 10:00 p.m. through
11:00 p.m.

m  T23: Total down time (in s) in period 11:00 p.m. through 12:00
a.m.

Total T = Total down time in the period (TO+T1+...T23)
Percent Ti = Ti/Total T * 100
Ti= TI1,T2...T23

Note: One hour is a period from xxh:oom:00s to xxh:59m:59s.
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System Outages by Day of Week

The System Outages by Day of Week graph shows the distribution of
outages by each day of a single week.

= System Availability M= R
File View Help
Distribution of System Outages I Distribution of System Uptime
avallabiltyReport | Svstem Oulages by Day of Week | Syster Outayes by Hour of Day

Systemn Outages by Day of Week
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Displaying Data within a Defined Interval

To display data within a defined interval, customize the data displayed
in the Information window. To select a specific interval, use the
following procedure:

1. From the System Availability window, select File—Set time.

The Customization of Graph Dates dialog box opens.

Customization of Graph Dates

Select Date Range

Al From

Ta

Lipdate | Help | Close |

2. From the Select Data Range drop-down list, select one of these
periods:

Al
Select this option to display system availability data from the
earliest day to the present day. All is the default.

] 1 week

Select this period to display system availability data from the
present day to one week previous.

] 1 month

Select this period to display system availability data from the
present day to one month previous.

[ ] 3 months
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Select this period to display system availability data from the
present day to three months previous.

m 1year

Select this period to display system availability data from the
present day to one year previous.

m  Customize
Select customize to display system availability data from a
user defined period. See "Customizing Availability Dates"
on page 319.

In the text boxes, enter a From date and a To date.
Click Update to update the Information window immediately.
4.  Click Close to close the customization window.

Clicking Close will not automatically update the information
window.

Customizing Availability Dates

To set a range of dates that are not listed as one of the options, select
Customize from the drop-down list. In the From and To text boxes,
click the up and down arrow to change the start date and end date.

Detach View

To detach the current tabbed selection of the Information window, from
the System Availability window, select View—Detach View. The
detached information window moves around the desktop independent of
the System Availability task or the Director console.

Click the X in the upper right hand corner of the window to close the
detached window. Closing the detached window will not close the
System Availability task.
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