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Abstract

The performance of two-level on-chip caching is investigated for a range of
technology and architecture assumptions.  The area and access time of each level
of cache is modeled in detail.  The results indicate that for most workloads, two-
level cache configurations (with a set-associative second level) perform mar-
ginally better than single-level cache configurations that require the same chip
area once the first-level cache sizes are 64KB or larger.  Two-level configurations
become even more important in systems with no off-chip cache and in systems in
which the memory cells in the first-level caches are multiported and hence larger
than those in the second-level cache.  Finally, a new replacement policy called
two-level exclusive caching is introduced.  Two-level exclusive caching improves
the performance of two-level caching organizations by increasing the effective as-
sociativity and capacity.
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1. Introduction

In recent years, increases in memory subsystem speed have not kept pace with the increase in
processor speed, causing processor execution rates to become increasingly limited by the latency
of accessing instructions and data.  On-chip caches are a popular technique to combat this speed
mismatch. As integrated circuits become denser, designers have more chip area that can be
devoted to on-chip caches.  Straight-forward scaling of cache sizes as the available area in-
creases, however, may not be the best solution, since the larger a cache, the larger its access
time. Using cache hierarchies (two or more levels) is a potential solution.  This paper explores
the tradeoffs in the design of on-chip microprocessor caches for a range of available on-chip
cache areas.

There are a number of potential advantages of two-level on-chip caching with a mixed (in-
struction and data) second-level cache over single-level on-chip caching.  First, the primary
cache (also referred to as the L1 cache) usually needs to be split into separate instruction and
data caches to support the instruction and data fetch bandwidths of modern processors. Many
programs would benefit from a data cache that is larger than the instruction cache, while others
would prefer the opposite.  By having a two-level hierarchy on-chip where the majority of the
cache capacity is in a mixed second-level cache (L2 cache), cache lines are dynamically al-
located to contain data or instructions depending on the program’s requirements, as opposed to
living with a static partition given by single-level on-chip cache sizes chosen at design time.

A second and more important potential advantage of two-level on-chip caching is an improve-
ment in cache access time.  As existing processors with single-level on-chip caching are shrunk
to smaller lithographic feature sizes, the die area typically needs to be held constant in order to
keep the same number of bonding pads. When processors are initially designed, their on-chip
cache access times are usually well matched to their cycle times.  If the additional area available
due to a process shrink is used to simply extend the first-level cache sizes, the caches will get
slower relative to the processor datapath.  Instead, if the extra area is used to hold a second-level
cache, the primary caches can scale in access time along with the datapath, while additional
cache capacity is still added on-chip.

A third potential advantage of two-level cache structures is that the second-level cache can be
made set-associative while keeping the primary caches direct-mapped.  This keeps the fast
primary access time of direct-mapped caches, but reduces the penalty of first-level conflict
misses since many of these can be satisfied from an on-chip set-associative cache instead of
requiring an off-chip access.

When primary cache sizes are less than or equal to the page size, address translation can easily
occur in parallel with a cache access.  However, most modern machines have minimum page
sizes of between 4KB and 8KB.  This is smaller than most on-chip caches.  By using two-level
on-chip caching, the primary caches can be made less than or equal to the page size, with the
remaining on-chip memory capacity being devoted to the second-level cache.  This allows the
address translation and first-level cache access to occur in parallel. By the time the second-level
cache would be accessed on a primary cache miss, there will have been plenty of time to com-
plete the translation from virtual to physical addresses for indexing a larger physically-address
second-level cache.  This is a fourth potential advantage of two-level cache structures.
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TRADEOFFS IN TWO-LEVEL ON-CHIP CACHING

A fifth advantage of two-level cache structures is that a chip with a two-level cache will
usually use less power that one with a single-level organization (assuming the area devoted to the
cache is the same).  In a single-level configuration, wordlines and bitlines are longer, meaning
there is a larger capacitance that needs to be charged or discharged with every cache access.  In a
two-level configuration, most accesses only require an access to a small first-level cache.

Perhaps the biggest potential disadvantage of two-level on-chip caching occurs if the total
capacity of the first-level caches is not much smaller than that of the second-level cache.  Here
much of the second-level cache will consist of instructions and data which are already in the
primary caches, causing most misses in the primary caches to also miss in the second-level
cache. In this situation adding a second-level cache can "get in the way" by adding delay be-
tween a first-level cache miss and an off-chip access, hurting more than it helps by reducing the
off-chip miss rate.  In order to mitigate problems of duplication in on-chip multi-level caching a
new technique called exclusive two-level caching will be introduced in Section 8.

On-chip cache studies involve the interaction of a number of factors which have not been
combined to date:

• Miss rates for a range of system parameters, including first and second-level cache
sizes, associativity, and replacement policy need to be obtained.

• Area models of on-chip memories are needed to compute the chip area required by a
cache configuration as a function of cache size, layout parameters, and associativity.

• Time models are needed to determine how much of an effect various cache
parameters (size, associativity) have on the cache access time, and hence overall ex-
ecution time of a program.

By combining these three factors, the best choice for a cache organization for a technology and a
given amount of available area can be obtained. To our knowledge, this paper is the first that
encompasses all three of these issues for on-chip memory system performance modeling.

Previous work by Hill [3] has studied access times and miss rates, and recommended that first-
level caches should be direct-mapped.  However, he did not study on-chip RAM area, and
studied only single-level caching organizations. Przybylski [7] has studied execution times of
multi-level cache systems as a function of many parameters.  However, no mapping of con-
figuration to chip area was done, nor was access time computed from cache parameters.  Mulder
[5] modeled the area of on-chip caches, but did not consider the access time implications or the
effect on miss rates.  Wada [10] modeled the access time of memories, but did not consider the
effects on area or miss rates.

This work extends the work by Mulder [5] and Wada [10] and combines it with miss rate data
to arrive at the best performance for on-chip memory hierarchies considering all three parameters
simultaneously.
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2. Experimental Method

The results presented in this paper were obtained in four steps.  First miss rates for various
cache configurations were obtained using simulation.  Second, time models were used to es-
timate the cache cycle time.  Third, area models were used to estimate the chip area required for
each cache configuration. Finally, the miss rates, cycle times, and areas were combined to obtain
the overall performance as a function of chip area.  This section will describe each of these steps
in more detail.

2.1. Framework

A pipelined RISC architecture which allows the issue of an instruction and data reference each
cycle was assumed.  We further assumed that the processor cycle time is determined by the first-
level cache cycle time.  This results in a variation in machine cycle time of about 1.8X from
processors with 1KB caches through 256KB caches.  (Olukotun [6] has studied the effects of
multi-cycle cache latency on processor performance, however this is currently beyond the scope
of this work).  We modeled the baseline CPI of the machine without cache misses as being 1.  To
attain this CPI in a real machine in the presence of non-unit-latency functional units, branch miss
prediction penalties, and other non-memory system stalls, a modest degree of superscalar execu-
tion would be required.

We restricted the design space to systems comprising split instruction and data direct-mapped
first-level caches of equal size, and to optional mixed second-level caches.  Both direct-mapped
and set-associative second-level caches with pseudo-random replacement were investigated.
First-level cache size varied from 1KB to 256KB, and second-level cache sizes ranged from 0KB
(non-existent) to 256KB. Physically-addressed lockup caches with 16 byte lines were assumed.
We are currently working on extending the model to include multicycle cache access with non-
blocking load instructions (see Section 10).

Off-chip miss service times of 50ns and 200ns were chosen, corresponding to systems with
and without a board-level cache.  These miss service times include the off-chip access time as
well as the transfer time and other overhead associated with refilling a cache line from off-chip.

2.2. Miss Rates

Because we required address traces at least several tens of millions of address references long
(since the second-level caches were as large as 256KB), we obtained long and accurate memory
references with a tracing system that allowed on-the-fly analysis [2]. Because of the low over-
head incurred by the tracing system and the cache simulator (about 10x slowdown and 6x slow-
down, respectively), we have been able to simulate the cache configurations under study using a
DECStation 5000.  The SPEC [9] benchmarks gcc1, espresso, fpppp, doduc, li, eqntott, and
tomcatv were used to gather miss rate data.  Table 1 shows the number of instruction and data
references made by each of these workloads.

Write traffic was modeled as read traffic (i.e., write-allocate and fetch-on-write).  Effects of
multiprogramming and system references were beyond the scope of this study.
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Program Instr. refs. Data refs. Total refs.

gcc1 22.7M 7.2M 30.0M

espresso 135.3M 31.8M 167.1M

fpppp 244.1M 136.2M 380.3M

doduc 283.6M 108.2M 391.8M

li 1247.1M 452.8M 1699.9M

eqntott 1484.7M 293.6M 1778.3M

tomcatv 1986.3M 963.6M 2949.9M

Table 1: Test program references

2.3. Cycle Time Model

The cycle time for each cache was computed using the model presented in [11] (which was
based on the access time model of Wada et al in [10]). Wada’s model used SPICE parameters to
predict the delays due to the address decoder, word-line drivers, bit-lines, sense amplifiers, data
bus drivers, and data output drivers.  Their equations are written in terms of cache size, block
size, associativity, and RAM organization parameters.

Wada’s model was extended in [11] in several ways.  First, the tag array was modeled, includ-
ing its comparator and, in the case of a set-associative cache, its multiplexor driver. Precharged
bit-lines were modeled, as well as column multiplexing of the bit-lines.  Equations were derived
for the cycle time of the cache (that is, the minimum time required between the start of two
accesses), as opposed to just the access time (the time between the start and end of a single
access).

The SPICE parameters in [10] and [11] are based on a 0.8µm technology.  In this study we
scaled the resulting access times to more closely match a high-performance 0.5µm CMOS tech-
nology. This resulted in an overall cycle time reduction to 50% of the values derived in [11].

The resulting access and cycle times for direct-mapped first-level caches are shown in Figure
1. By iterating through the delay expressions for a range of memory array organizations (such as
the number of bitlines and word lines in the data and tag arrays, and the number of subarrays that
the memory is broken into, if any), the minimum access and cycle times for each cache size were
chosen. The vertical axis in Figure 1 shows the smallest access and cycle times obtained, while
the horizontal axis shows the area required by this configuration (the area model is described in
the next section).

Second level cache cycle times were computed as:
level2 RAM cycle time

T =   × processor cycle timelevel2_cycle processor cycle time

where processor cycle time is the first-level cache cycle time. Figure 2 shows the cycle and
access times for various second-level cache sizes, assuming the first-level cache is 4KB.  Al-
though the cycle time is always larger than the access time, the graph only shows a difference
below 64KB.  This is because the second-level cycle and access times are rounded to the next
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Figure 1: First level cache access and cycle times

larger multiple of the processor cycle time as described above.  The right axis shows the L2
access time in terms of CPU cycles.  One observation is that the difference in access time be-
tween on-chip L1 and L2 access times is much smaller than that between on-chip L1 and off-
chip L2 access times.
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Figure 2: L2 access and cycle times with 4KB L1 caches
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2.4. Cache Area Model

Estimates of the chip area required by each cache organization were obtained from a model by
Mulder, Quach and Flynn which included area for memory cells, drivers, sense amps, address
tags, dirty and valid bits, comparators, and control logic [5]. They defined a unit of area termed
a register-bit equivalent (rbe) which was independent of technology.  A single a 6-transistor
SRAM cell was presented as 0.6 rbe.  For small memories, the area required by RAM peripheral
logic can significantly increase the average area required per bit.  For large memories where
speed is not critical, the per bit overhead of peripheral logic will be less. However, based on the
memory array organization parameters from the time model, we always organized the memories
to give the highest performance.  In general this increases the area required per bit because it
breaks up large memory arrays into smaller subarrays with lighter loading on their bitlines and
wordlines. This results in faster access times but a larger ratio of peripheral to RAM core cell
area.

In most of this paper, we will assume first-level RAM cells are 6-transistor single-ported cells
allowing one read or write per cycle.  Section 6, however, will consider larger multiported cells.
In all cases, the second-level cache is assumed to consist of single-ported 6-transistor cells.

2.5. Average Time Per Instruction

Once the miss rates, cache cycle times, and chip areas were determined for a particular cache
organization, the results were combined into execution time.  This section describes how the
execution time was determined for two-level cache systems; performance modeling of single-
level caching is a straightforward subset of this model.

The execution time of a program can be written as:

T = time spent if no L1 cache misses + time due to L2 hits + time due to L2 missestotal

Since the first-level cache is split, both an instruction and data reference can be issued in the
same clock cycle.  The time for first-level data reference hits is thus included within the first-
level instruction reference time.  Since we have assumed an instruction is issued every cycle, we
can write:

time spent if no L1 cache misses = ( Number of Instructions ) × ( L1 cycle time )

Upon a first level cache miss, we assume that one L2 cache cycle time is needed to probe the
second-level cache and transfer the first 8 bytes to the first-level cache, followed by another L2
cycle time to transfer the next 8 bytes (16 byte lines are used throughout this paper).  We assume
only one L1 cycle is required to write each 8 bytes.  All but the last write will be overlapped with
transfers of the rest of the line.  Thus:

time due to L2 hits = ( Number L2 Hits ) × (2 × L2 cycle time + L1 cycle time )

Recall that the L2 cycle time is rounded to the next higher multiple of the L1 cycle time. As an
example, consider the miss penalty for the system parameters corresponding to Figure 2.  The L1
miss penalty for references that hit in the L2 cache would be (2×2)+1=5 CPU cycles.
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The time due to L2 cache misses can be calculated similarly.  One L2 cache cycle time is
required to initially probe the second-level cache.  Off-chip access and transfer times are com-
bined into a single off-chip time term.  Once the data has been fetched, the cost of writing the
two 8 byte blocks of refill data to the second-level cache and transferring them to the first level is
two L2 cycle times.  Finally, the write of the last 8 bytes to the first level is one more L1 cycle
time. Thus,

time due to L2 misses = ( Number of L2 Misses ) ×
( Off-chip time + 3 × L2 cycle time + L1 cycle time )

The off-chip service time is also rounded to the next higher multiple of the L1 cycle time.

The average time per instruction (TPI) is calculated as the ratio of the total execution time
divided by the number of instructions executed.  It can also be calculated as
TPI = cycle_time × CPI. TPI is a better metric than the traditional clocks per instruction (CPI)
for comparing cache configurations since it takes into account changes in processor cycle time
resulting from changes in first-level cache cycle time.

3. Single-Level Caching Performance

We begin with the investigation of systems with only a single level of on-chip caching.
Figures 3 and 4 show the performance of all seven workloads measured in time per instruction
(TPI) as a function of chip area available for the caches (measured in register-bit equivalents).
Notice that a logarithmic scale is used for each axis.  The time required to service a miss from
off-chip is assumed to be 50ns.  The markers on each point give the cache size of the level-one
instruction and data caches.  For clarity, markers are only shown for one workload on each
graph; points directly above the marked points all correspond to the same cache configuration.
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Figure 3: gcc1, espresso, doduc, and fpppp: 50ns off-chip service time, L1 only
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Figure 4: li, eqntott, and tomcatv: 50ns off-chip service time, L1 only

All seven workloads exhibit a minimum TPI between 8KB and 128KB.  Although larger
caches result in lower miss rates, as the cache grows, the decrease in miss rate is more than offset
by the increase in cache cycle and access times.  This implies that if a designer has 2,000,000
rbe’s available for an on-chip cache, and only a single-level cache configuration is to be
employed, better performance is obtained if only a portion of the available real-estate (about
500,000 rbe’s) is devoted to the cache, even if the remaining potential area is unused.  This
corresponds to an optimum single-level cache size of about 32KB.

The location of the minimum for each workload depends on how much the miss rate decreases
as the cache size is increased.  Both espresso and eqntott have low miss rates (0.0100 and 0.0149
respectively at 32KB), so there is little potential for a larger cache to remove significantly more
misses. Thus, these two workloads favor a small cache.  The tomcatv workload as a relatively
high miss rate (0.109 at 32KB), but the miss rate does not drop appreciably as the cache size is
increased. Thus, this workload also favors small cache sizes.

4. Baseline Two-Level Caching Performance

In this section we consider the performance of two-level on-chip cache configurations.  Al-
though direct-mapped caches usually provide the best performance for first-level caches [3],
Przybylski points out that associativity is useful in lower levels of the cache hierarchy [7]. In
this section we assume the second-level cache is four-way set-associative, while the first-level
cache is direct-mapped.  Set-associative caches tend to result in lower miss rates, but their access
and cycle times are larger than the same-sized direct mapped caches, since the tag must be read
and compared in order to select the proper item from the data array.  Both the first and second-
level caches are assumed to consist of single-ported 6-transistor RAM cells.  The time required
to service an on-chip cache miss from off-chip is assumed to be 50ns.
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Figure 5 shows the performance of many different cache configurations plotted against area
for the gcc1 workload. As in Section 3, the X-axis is the chip area required for the configuration,
while the time per instruction is plotted on the Y-axis. Again, a logarithmic scale is used for
both axes.  Each point is labeled with two numbers; the first corresponds to the size (in KB) of
each of the L1 caches (instruction and data), while the second indicates the size of the second-
level cache.  The solid line in the figure shows the best performance envelope. This is the best
performance that can be obtained for a given cache area.  The staircase appearance of this line is
due to the discrete nature of the cache sizes.  For example, if 3,000,000 rbe’s are available, the
best performance for gcc1 could be obtained if 32KB instruction and data caches and a 256KB
second level cache were used.  As another example, 1KB first-level caches with a 2KB second-
level cache would be a bad choice (for gcc1), since the "2:0" configuration occupies ap-
proximately the same area, and has a lower TPI.  In the "1:2" configuration, most of the items in
the 2KB secondary cache are also in one of the 1KB primary caches, so a miss in the first level
usually results in a miss in the second level.  Thus, there are almost as many misses that must go
off-chip as in the single-level 1KB case, but the cost of probing another cache level is incurred.
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Figure 5: gcc1: 50ns off-chip, L2 4-way set-associative

The dotted line in the graph represents the best performance possible if only single-level cache
configurations are used.  Thus, the "distance" between the solid and dotted lines give an indica-
tion of the effectiveness of two-level caching compared to using single-level configurations.  In
Figure 5, the dotted line lies largely on top of the solid line, meaning that for most available chip
areas, a single level configuration is preferable.

Figure 6, 7, and 8 show the best performance envelope as well as the single-level caching
performance staircase for doduc, espresso, fpppp, li, tomcatv, and eqntott with the same system
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Figure 6: doduc and espresso: 50ns off-chip, L2 4-way set-associative
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Figure 7: fpppp and li: 50ns off-chip, L2 4-way set-associative
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Figure 8: tomcatv and eqntott: 50ns off-chip, L2 4-way set-associative

parameters. For clarity, only those configurations that make up the best performance envelope
are shown.  For most of the workloads, single-level configurations tend to dominate the perfor-
mance envelope for areas below about 300,000 rbe’s, while for larger available areas, two-level
configurations become marginally preferable.

5. Direct-Mapped Second-Level Caches

We have also analyzed the performance of direct-mapped second-level caches.  For most
benchmarks, 4-way set-associative caches perform slightly better than direct-mapped caches.
This is because the increase in L2 access time required for set-associativity is more than offset
by the decrease in miss rate.  Also, because the second-level cycle time is rounded up to a mul-
tiple of the first-level cache cycle time, in many cases the number of cycles required for a
second-level access is not increased by the addition of set-associativity.  Finally, the extra area
required by a set-associative cache does not significantly affect the performance for a given area.
This is because the extra comparators needed in a set-associative cache are very small when
compared to the area required by the data and tag arrays (in the area model, a comparator only
occupies 6x0.6 rbe’s [5]). The performance of gcc1 with a direct-mapped second-level cache is
shown in Figure 9.
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Figure 9: gcc1: 50ns off-chip, L2 direct-mapped

6. Dual-Ported First-Level Caches

An important additional degree of freedom in systems with two-level on-chip cache configura-
tions is to use different RAM cells for the first and second-level caches.  For example, in a
superscalar machine that issues many instructions per cycle, a multi-ported first-level cache may
be needed to support the issue of more than one load or store per cycle.  A cache with two ports
typically requires twice the area of a cache with one port.  In fact, it is not uncommon to imple-
ment a memory with two read ports and one write port as two copies of a one-read-port, one-
write-port memory.  A banked cache can also be used to support more than one load or store per
cycle; since banking requires more inputs and outputs to the cache it also increases the area
required for the cache (the tradeoffs between banking and dual porting have been studied in [8]).

In this section we assume that the cell used in the first-level caches requires twice the area but
can support twice the access bandwidth of the cell used in the second-level cache.  We assume
this results in an effective doubling of the instruction issue rate for superscalar machines which
can make effective use of dual-port caches.  Both the first-level instruction and data caches are
assumed to grow in area to achieve higher bandwidth access rates.  A level of off-chip caching is
assumed as before, meaning the off-chip service time is 50ns.  The second-level cache is as-
sumed to be 4-way set-associative.

Figures 10 to 16 show the performance of the seven workloads with the first-level caches
having twice the area but supporting twice the instruction issue rate as the corresponding cache
in the base system.  The dotted line in each graph shows the performance envelope if only a
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single level of on-chip caching is used, with the base cell from the previous sections in the
caches. The dashed line shows the best performance envelope if the base cell is replaced with
one that is twice as big with twice the bandwidth (still a single-level cache).  The solid line
shows the best performance envelope if two-level cache structures are used, with the base cell
used in the L2 cache, and the larger dual-ported cell used in the L1 cache.
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Figure 10: gcc1: 50ns, 4-way, 2X L1 area, 2X instruction issue rate
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Figure 11: espresso: 50ns, 4-way, 2X L1 area, 2X instruction issue rate

First consider the effect of moving from the base cell to the dual-ported cell in a single-level
cache configuration.  Comparing the dotted and dashed lines in each figure, it is apparent that in
many workloads, the base cell is preferred for small caches, while for larger caches, the dual-
ported cell gives a better performance for a fixed area.  The cross-over point ranges from 50,000
rbe’s to 400,000 rbe’s.  For small caches, the performance gain when using a dual-ported cell is
usually less than the performance gain that could be obtained by keeping the smaller single-
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Figure 12: doduc: 50ns, 4-way, 2X L1 area, 2X instruction issue rate
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Figure 13: fpppp: 50ns, 4-way, 2X L1 area, 2X instruction issue rate

ported cell, but doubling the number of cells in the cache (the cache size).  This is because for
the small caches most of the execution time is spent in cache misses, and doubling the instruction
issue rate without changing the amount of time spent in cache misses has little overall effect on
performance. The opposite is true when the cache gets bigger than about 8KB (for most
workloads). Here most of the execution time is due to instruction execution and not the process-
ing of cache misses, so increasing the instruction issue rate at the expense of the miss rate is a
good tradeoff.  These results are consistent with Section 3 that showed for large caches increas-
ing the single-level cache size is usually a detriment to performance.  Moving from a cache with
single-ported cells to the same-capacity cache with dual-ported cells, however, always improves
performance. In eqntott and with all but 1KB caches in espresso the dual-ported cells are
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Figure 14: li: 50ns, 4-way, 2X L1 area, 2X instruction issue rate
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Figure 15: eqntott: 50ns, 4-way, 2X L1 area, 2X instruction issue rate

preferred. The low miss rate of these applications means improving the miss rate is less impor-
tant than increasing the instruction issue rate.

Now consider the effects of a second-level cache, by comparing the dashed and solid lines in
each graph.  Comparing these graphs with Figures 5 to 8, it can be seen that using two levels is
more important when the first level uses the large dual-ported cell than when it uses the base
cell. In almost every workload, there are fewer single-level configurations on the best perfor-
mance envelope when the dual-ported cell is used.  A hybrid two-level configuration combines
the advantages of high-bandwidths at level one (from the large dual-ported L1 cells) with high
on-chip capacity (from the small single-ported L2 cells).
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Figure 16: tomcatv: 50ns, 4-way, 2X L1 area, 2X instruction issue rate

7. Long Off-Chip Miss Service

In previous sections it was assumed that the processor chip would have misses serviced from
an off-chip cache in 50ns.  In many low-cost systems, the expense of a board-level cache may be
prohibitive. In this section we assume the on-chip misses are serviced from off-chip in 200ns,
corresponding to a machine without a board-level cache. The on-chip assumptions remain the
same as in the baseline section: direct-mapped L1 caches, 4-way set associative L2 caches, and
single-ported RAM cells for both L1 and L2.

Figure 17 shows the best performance envelope for gcc1 along with the envelope if only
single-level configurations are considered.  The TPI for small on-chip caches is increased
dramatically compared to systems with off-chip caches.  A system with 1KB on-chip caches
pays a penalty of about 3X in run time, as compared to a machine with 50ns off-chip service
times. For a system with 32KB L1 caches and 256KB L2 caches, however, there is much less
difference between configurations with 50ns and 200ns off-chip miss service.

More interesting than the change in TPI, however, is the effect of moving from a single-level
to a two-level configuration.  Comparing Figures 17 and 5, it is clear that fewer single-level
configurations lie on the performance envelope for a 200ns off-chip penalty than a 50ns off-chip
penalty. In fact, there are no 1-level configurations larger than "4:0" on the envelope.

Figures 18, 19, and 20 show the same trends for the other six workloads.  Again, with an
off-chip penalty of 200ns, the TPI for systems with small on-chip caches is considerably larger
than the corresponding TPI in a system with an off-chip penalty of 50ns.  Even in eqntott and
espresso, with their low miss rates, the TPI is doubled when the off-chip penalty is changed from
50ns to 200ns.  Comparing these figures to those in Section 4, it can be seen that for every
workload, the "distance" between the single-level and two-level best-performance envelopes is
larger when the off-chip time is 200ns (i.e., two-level cache hierarchies are a bigger win with a
larger off-chip access time).  This is not surprising, since one of the goals of a second-level cache
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Figure 17: gcc1: 200ns off-chip, L2 4-way set-associative
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Figure 18: doduc and espresso: 200ns off-chip, L2 4-way
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Figure 19: fpppp and li: 200ns off-chip, L2 4-way
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Figure 20: tomcatv and eqntott: 200ns off-chip, L2 4-way
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is to reduce the first-level miss penalty. The second-level cache will be more effective at this if
the off-chip miss penalty is large.  Also, as the miss penalty becomes larger, the flexible alloca-
tion of instruction and data cache lines in a two-level system becomes more important.

8. Two-Level Exclusive Caching

In standard two-level caching, the same line can exist in more than one level in the cache
hierarchy at once.  To maximize the ratio of information to memory area, a scheme called
two-level exclusive caching is introduced.  In two-level exclusive caching, when a reference
misses in the first level and hits in the second, the contents of the first-level cache line are trans-
ferred to the second-level cache while the second-level cache line is used to refill the first-level
cache. This results in a swap if the current contents of the first-level cache line and the desired
contents of the first-level cache line map to the same second-level cache line.  When a reference
also misses in the second level, the desired line is loaded directly into the first-level cache from
off-chip, while the first-level victim is sent to the second-level cache.

Under this scheme, a mapping conflict in both first-level and second-level direct-mapped
caches will give rise to "exclusion"; that is, the data involved in the mapping conflict will exist in
one level of the hierarchy or the other, but not both.  For example, consider the simple configura-
tion shown in Figure 21-a.  If a reference is made to address A which maps to line 13 in the
second-level cache, followed by a reference to address E which also maps to line 13 in the
second-level, then lines A and E will be swapped.  If references to A and E alternate, they will
repeatedly exchange places.  Thus, each line would exist in exactly one level of the hierarchy.
This is in contrast to a conventional two-level system, which could only store either A or E, but
not both.

First-level
cache (4 lines)

Second-level cache,
4X size of first-level
(16 lines)
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a) Second-level cache conflict=>exclusion b) First-level cache conflict=>inclusion

Figure 21: Exclusion vs. inclusion during swapping, direct-mapped caches
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If a conflict occurs only in the first-level cache, however, exclusion will not result.  Consider
Figure 21-b.  If address A is referenced, followed by a reference to address B, sending data at
address A back to the second-level cache will leave the second-level cache unchanged.  (If both
caches are write-back, then the contents of address A in the second-level cache will be updated
from the contents of the first, but the address mapping will stay the same).  Similarly, if
references are made to addresses C and D, inclusion will still occur between the first-level cache
and the second-level cache.

Exclusive caching has two advantages over conventional replacement policies:

• Conflict misses in the second level cache are reduced since two lines can be present
in the first two levels of the hierarchy that map to the same line in the second level
cache. This provides a limited form of associativity.

• The capacity of the limited on-chip area is better utilized since there will be less
duplication between the contents of the first and second level cache.

For direct-mapped split first-level caches each of size x, and a direct-mapped mixed second-level
cache of size y (with y ≥ 2x), exclusive caching holds up to 2x+y possible unique lines on-chip.
(For y < x, the configuration becomes a shared direct-mapped victim cache [4]). The average
increase in capacity provided by two-level exclusive caching increases as associativity is added
to the system.  In the limiting case with the number of L2 sets equal to the number of lines in the
L1 cache, exactly 2x+y unique lines will always be held on-chip.

Figure 22 shows the performance of gcc1 with exclusive two-level caching, single-ported L1
and L2 RAM cells, direct-mapped L2 cache, and 50ns off-chip miss service.  Comparing this to
Figure 9, it appears that exclusive caching does improve the performance of two-level cache
hierarchies. Upon comparing it to the 4-way set-associative graph (Figure 5), it is apparent that
for gcc1 the exclusive caching scheme with a direct-mapped second-level cache performs about
as well as a system that does not use exclusive caching, but uses a 4-way set-associative second-
level cache.  Both set-associativity and exclusive caching tend to improve performance; neither
is found to be significantly more effective than the other.

Combining set-associativity and exclusive caching can improve performance beyond what ei-
ther technique alone accomplishes. Figure 23 shows the results when the second-level is 4-way
set associative, and exclusive caching is used.  The best performance envelope is lower than that
in either Figure 5 or 22.  Since the number of conflict misses in a 4-way set-associative cache is
small, this improvement is primarily due to the increased on-chip capacity provided by exclusive
caching. The same trend can be seen for the other traces by comparing Figures 24 to 26 with
Figures 6 to 8 (direct-mapped exclusive caching results are not shown for these benchmarks).

Although the contents of the first-level cache and the second-level cache can be mutually ex-
clusive, inclusion between the sum of their contents and a third level of off-chip caching can still
be maintained for ease of constructing multiprocessor systems [1] by eliminating on-chip cache
lines which are not present off-chip.
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Figure 22: gcc1: 50ns off-chip, exclusive direct-mapped L2
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Figure 23: gcc1: 50ns off-chip, exclusive 4-way L2
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Figure 24: doduc and espresso: 50ns off-chip, exclusive 4-way L2
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Figure 25: fpppp and li: 50ns off-chip, exclusive 4-way L2
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Figure 26: eqntott and tomcatv: 50ns off-chip, exclusive 4-way L2

9. Conclusions

We have modeled the miss rate, cache area, and cache access time to achieve a solid basis to
study on-chip memory system tradeoffs.  For simple processors with a board-level (off-chip)
cache capable of servicing an on-chip miss in 50ns, our results show that a single-level on-chip
cache organization is sufficient for instruction and data caches of up to about 32KB.  However, if
more area is available for on-chip caching, a two-level configuration with a set-associative
second level should be considered.

Two-level on-chip cache hierarchies perform even better in low-cost systems without a board-
level cache.  In a system that requires 200ns for servicing an on-chip miss, a two-level configura-
tion has better performance once the single-level instruction and data caches grow to about
16KB or larger, for the benchmarks we have simulated.

As more area becomes available for on-chip caching, multiported but larger memory cells be-
come more feasible. If only a single-level cache is used, and enough chip area is present to build
caches larger than 32KB, performance can be improved by using memory cells that provide
twice the bandwidth but require twice the area as standard memory cells (assuming multiple-
instruction issue techniques can make full use of the additional bandwidth.)  Two-level caching
(with the second level composed of normal small cells) is particularly effective in this case.

Two-level exclusive caching, in which lines that are replaced in the first-level caches are
transferred to the second-level cache, was also found to improve the performance of two-level
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on-chip caching.  Two-level exclusive caching reduces duplication of data between the first-level
and second-level caches, while providing additional associativity. Combining this with set-
associative second-level caches improves performance even further.  This is because the increase
in capacity provided by two-level exclusive caching increases as the second level of caching is
made more associative.

The time and area models used to gather these results were a vital part of this study.  Using
these models enabled us to accurately compare the performance of various caching organiza-
tions, which would not have been possible with only hit rate data. We believe that both time and
area considerations are essential for meaningful on-chip cache studies.

10. Future Work

Probably the biggest limitations of this study have been the assumptions of single-cycle non-
pipelined first-level caches and the blocking memory system model.

We expect the extension to multicycle first-level caches to reduce the effectiveness of two-
level on-chip caching in baseline configurations since the longer latency of larger first-level
cache accesses would not set the cycle time and hence directly affect the instruction issue rate.
This would be especially true for applications that can tolerate large load latencies, such as
numeric benchmarks.

On the other hand, the extension to non-blocking caches may increase the benefits of a two-
level on-chip caching organization if many of the first-level cache misses can be overlapped with
useful instruction execution.  Especially in the case where the first-level cache is multiported,
this can reduce the traffic to a large second-level cache to just the miss requests from the first-
level cache.  This should allow the second-level cache to be single-ported and hence denser than
if it needed ports for all of the references made by instruction execution.

We are currently working on extending this study to systems with both multicycle cache ac-
cess and non-blocking loads.  It will be interesting to see if both conjectures above are true, and
to what extent the two effects cancel each other out when both multicycle first-level caches and
non-blocking loads are present.
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