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Abstract

This paper focuses on two desired properties of cell-based switches for digital data net-
works: (1) data cells should not be detained inside the switch any longer than necessary
(the work-conserving property) and (2) data cells that have been in the switch longer
(older cells) should have priority over younger cells (the order-conserving property). A
well-known, but expensive design of a work- and order-conserving switch is the output-
gueued switch.

A different switch design is the speedup crossbar switch, in which input buffers are con-
nected to output buffers through a crossbar that runs at a multiple (called the speedup) of
the externa cell rate. A matching agorithm determines which cells are forwarded
through the crossbar at any given time. Previous work has proposed a matching ago-
rithm called the lowest output occupancy first algorithm (LOOFA). It is known that a
LOOFA switch with speedup at least 2 is work-conserving.

We propose a refinement of LOOFA called the lowest output occupancy and timestamp
first agorithm (LOOTFA). The main result of this paper is that a LOOTFA crossbar
switch is work- and order-conserving provided that the speedup is at least 3. We prove
thisresult and consider some generalizations.
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1. Introduction

A cell-based switch processes fixed-sized chunks of data called cells, which arrive at
switch inputs, pass through the switch proper, and depart from switch outputs. Each cell
contains an identification of the single output to which it is destined. For convenience,
we assume that the switch has the same number, N, of inputs and outputs and we assume
that each input and output has the same capacity in cells per second. This capacity is
called the cell rate, and its reciprocal, the cell time. We assume that all activities of the
switch are synchronized to slots, each of which lasts one cell time. Figure 1 illustrates a
cell-based switch.

cells
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Figurel: AnNxN cell-based switch.

Although any realistic implementation would make extensive use of pipelining, for
convenience we model the activity in the switch during each slot as a sequence of phases:
an inhale phase, during which at most one cell from each input is accepted into the
switch; a number ofransfer phases, during which cells move around inside the switch;
and anexhale phase, during which the switch emits at most one cell onto each output.
See Figure 2. “Accepting” a cell during the inhale phase can be considered as the book-
keeping necessary to account for a cell that arrived during the previous slot, and “emit-
ting” a cell during the exhale phase can be considered as the bookkeeping necessary to
account for a cell that will depart during the following slot. These bookkeeping activities
are covered by the pipeline delay and take no real time in an implementation.

The switch must contain buffer memory to hold temporary excesses of cells that result
from short-term fluctuations in the arrival rate of cells destined to a given output. For
example, multiple cells destined for the same output could be inhaled into the switch
during the same slot, and the switch would have to hold these cells while the output ex-
haled them one by one. Mechanisms to prevent buffer overflow such as flow-control
back-pressure or rate reservation are important but beyond the scope of this paper. We
also ignore the rate- or phase-matching buffer at each input that is typically used to bring
arriving cells into synchrony with the slot time of the switch.

In this paper we focus on two desired behaviors of a cell-based switch: (1) cells should
not needlessly sit in buffers and (2) cells that have been in the switch lolugercells)
should have priority over younger cells.
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Figure2: Model of the activitiesin a switch during a dlot.

The latency of a cell isthe number of ot boundaries between its inhale and its exhale.
The first desired behavior can be stated formally as: the total latency over al cellsis as
small as possible. This is equivalent to the condition that each output always exhales
some cell whenever there are any cells in the switch destined for that output. A switch
that behaves in this manner is called work-conserving.

Whenever the switch contains multiple cells destined to the same output, the total la-
tency is unaffected by the order in which the cells are exhaled. Given the choice, it seems
good to give older cells priority over younger cells. Stated formally, we desire that each
time an output exhales a cell, there are no older cells in the switch destined for that out-
put. A switch that behaves in this manner is called order-conserving. In Section 5.3 we
revisit the notion of “order-conserving” in a more general context.

A cell-based switch that is both work- and order-conserving should rightly be called
ideal, but a more common term is the eponymautput-queued. To avoid confusion we
refer to the behavior adeal and the well-known implementation, described in the next
paragraph, asutput-queued.

The well-known implementation of an ideal cell-based switch isothput-queued
switch, in which the switch takes cells directly into buffers local to each output, as shown
in Figure 3. Assuming each non-empty output unit always exhales one of its oldest cells,
this design is clearly work- and order-conserving, hence ideal. Unfortunately it also is
expensive. Because all inputs could simultaneously inhale cells destined to the same out-
put, the connection into each output unit must have a capadiytioies the cell rate:
eitherN times wider (as in Figure 3\ times faster, or some combination. None of these
alternatives scales well &kincreases.
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Figure 3: An NxN output-queued switch.

Another cell-based switch design is tiressbar speedup switch, which is illustrated in
Figure 4. This switch contains input units, output units, and a crossbar interconnect.
Cells are buffered at the input units and at the output units. The actions during each slot
consist of an inhale phasg(the speedup) transfer phases, and an exhale phase. During
the inhale phase, each input unit inhales at most one cell and buffers it. During each
transfer phase, the crossbar moves cells from input units to output units, subject to the
restrictions that no more than one cell can be removed from any input unit and no more
than one cell can be delivered to any output unit. During the exhale phase, each output
unit removes at most one cell from its buffer and exhales it.

input units output units
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—, — output 1,
0put 2 i — T
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Figure4: A crossbar speedup switch.

Since each connection between the crossbar and an input or output unit is required to
transfer at most one cell per transfer phase, of which thei® @eeslot, each such con-
nection requires a bandwidth of or8yimes the cell rate.

Each transfer phase proceeds in two parts: first a matching algorithm selects which
cells in the input units to transfer (th@atch), and then the selected cells are transferred.
We say that the cells in the input urgtsnpete for inclusion in the match. No pair of in-



cluded cells can conflict, either by sharing the same input (which would be an input con-
flict) or sharing the same output (which would be an output conflict). The matching ago-
rithm typically produces a maximal match, in which no additional cell can be included
because each non-included cell has a conflict with some included cell. Since exactly the
included cells are transferred, we aso call them the transferred cells.

In the types of crossbar speedup switch we investigate, some ordering of cells is used
to determine which cells are more important and thus win the competition. Different
matching algorithms use different orderings.

Typically, each input unit buffersits cellsin a separate queue for each output, as shown
in Figure 5. Although illustrated as separate queues, a linked-list implementation is typi-
cal, and the usual name for these structuresis virtual output queues. This design requires
that the oldest cell in each queue always be a most important cell in that queue. Hence
the oldest cell can always be included in a match in preference to any younger cell in its
gueue, and in fact the younger cells need not even be considered.

input units output units
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: | output 1
I >
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input 2 =nn= g — I
: | output 2
I >
[ [
[ [ [ [
[ [ [
111D
input N T 1111111
|_ : 7 output N o,

Figure5: A crossbar speedup switch with (virtual) output queues.

If the matching algorithm can be designed so that for each output, some cell destined to
that output (if any exist) is always present in the output unit at the beginning of the exhale
phase, then the crossbar speedup switch will be work-conserving. Krishna et al. [1] have
developed a matching algorithm called the lowest output occupancy first algorithm
(LOOFA) that achieves this property provided that the speedup Sis at least 2. The occu-
pancy of an output is the number of cells currently buffered in the output unit. In
LOOFA, acell destined to an output with lower occupancy is more important than a cell
destined to an output with higher occupancy. Intuitively, an output unit containing fewer
cells will need another cell sooner than an output unit containing more cells and hence
cells destined to the lower occupancy output should be more important.

If the matching algorithm can be designed so that for each output, an oldest cell des-
tined to that output (if any exist) is aways present in the output unit at the beginning of
the exhal e phase, then the crossbar speedup switch will be order-conserving in addition to
being work-conserving—that is, it will be ideal. Prabhakar and McKeown [2] have de-
veloped a matching algorithm called tmest urgent cell first algorithm (MUCFA) that



achieves this property provided that the speedup Sis at least 4. In their design, the switch
schedules an exhale slot to each cell as it is inhaled, using the next available (not-yet-
scheduled) exhale slot for the cell’s destined output. Lower-numbered inputs get priority
when the switch simultaneously inhales multiple cells destined to the same output. A
cell’s urgency is the number of slot boundaries remaining until its scheduled exhale. In
MUCFA, a cell with lower urgency is more important than a cell with higher urgency.
Clearly such a switch is ideal if it exhales each cell when its urgency is zero.

Both LOOFA and MUCFA use matching algorithms that guarantee that each non-in-
cluded cell has a conflict with some included cell that is at least as important, according
to their respective definitions of importance, as the non-included cell. As a consequence,
their matches are maximal.

Since LOOFA takes no account of cells’ ages, there is clearly no guarantee that it is or-
der-conserving. However, the slight modification of resolving ties in output occupancy
by favoring older cells produces an ideal switch provided that the sp&asdugt least 3.

We call this refinement théowest output occupancy and timestamp first algorithm
(LOOTFA). The fact that a LOOTFA switch witB > 3 is ideal is our main result.

2. Formal model of a crossbar speedup switch

In this section we present our notation and a formal model of a crossbar speedup switch.
The formal model defines the state of the switch and the allowable changes in this state
that can happen during each phase. In a LOOFTA switch, the matcher and the output se-
lectors further constrain the behavior. In any specific execution history, the sequence of

input data also constrains the behavior.

The formal model has two parametéMsandS.

N the number of inputs of the switch; also the number of outputs
S the crossbar speedup factor

2.1. Slot structure

Time is divided into slots. Each slot consists of an inhale pBasmsfer phases, and an
exhale phase. We label phase boundaries with consecutive integers starting with 0. The
phase beginning at bounddrys called phasb. See Figure 6.

In Section 5.2 we consider a more general phase arrangement.
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Figure 6: Exampledot structure and phase boundary labels (S=3).

2.2. Basic notational conventions
We use the following notational conventions:

aninput, 1<i<N

anoutput,1<o<N

(the beginning of) an inhale phase

(the beginning of) atransfer phase

(the beginning of) an exhale phase

(the beginning of) any phase

c acdl

i(c) cdlc'sinput

o(c) cellc's destined output

h(c) cellc's inhalation phaset is inhaled during phad€c)

OO X >0 —

2.3. State variables
The model has the following state variables:

IB, the set of cells in any input unit at tirbe
OB, the set of cells in any output unit at tifne

2.4. Cell input or output subset notation

Given an arbitrary seT of cells, we use the following subscript notation for identifying
subsets consisting of those cells with a given input or output (regardless of whether the
cells are present in the switch at any given time):

C. ={coc:i(c)=i} those cells irC with inputi

C. ={cOc:i(c)zi} those cells irC not with input

C,., ={cOC:o(c)=0} those cells irC destined to outpud
C,., ={c0OC:0(c)# o} those cells irC not destined to output



Here are three examples of this notation:

1B,  ={cO1B,:i(c)=i} cellsininput uniti at time b
1B, oy ={cOIB,:i(c)=i0o(c)=0} cellsin IB,,  destined to output 0
OB,,., ={cOOB,:o(c)=0} cellsin output unit o at time b

2.5. Conflict notation

Célls that share an input or an output are in conflict and cannot both be transferred in the
same phase. We use the following notation for the relation of two cellsin conflict:

C,~C, = i(c,)=i(c,)0o(c,)=olc,) input or output conflict

2.6. Cell ordering notation
We distinguish different cell orderings using subscripts:

<G c, precedes (is more important than) c, according to ordering y
¢<,G C, precedes ¢, according to z

C =G c, ties ¢, according to z

Cs,G, C, precedes or ties ¢, according to z

In all of the orderings we use in this paper, two cellstieif and only if neither precedes the

other, and furthermore, as suggested by our notation, tying is an equivalence relation. We

use the notation <, , to designate the ordering derived from <, with ties broken by <,:
¢<,,C =¢<,C D(q =, ¢, ¢ <, cz) precedes according to y then z
¢=,,C¢ =¢=.0c¢=,c ties according to y then z

Next we give the initial state of the switch and the allowable changes in the state during
inhale, transfer, and exhale phases.

2.7. The initial state
Initially there are no cellsin the switch.

|IBy| =0 the input buffer initially is empty
IOB,|=0 the output buffer initialy is empty



2.8. An inhale phase
For any inhale phase b, there exists a set of inhaled cells H, such that:

OB,,, =0OB, the output buffer does not change
IB,,, =1B,0H, inhaled cells arrive in the input buffer
Oi: Hbyi:i‘sl each input inhales at most one cell
OcOH, :h(c)=b inhalation time i's correct

2.9. A transfer phase
For any transfer phase b, there exists a set of transferred cells X, such that:

X, O 1B, transfer a subset of the input buffer

IB,,, = 1B, — X, transferred cells depart from the input buffer
OB,,, =0B, [ X, transferred cells arrive in the output buffer
i | X, :i‘ <1 at most one transferred cell for each input
Oo: ‘Xb,ozo <1 at most one transferred cell for each output

The set of transferred cells X, isthe set of cells included in the matching for phase b. In
aLOOTFA switch, X, also satisfies an additional condition given in Section 3.5.

2.10. An exhale phase
For any exhale phase b, there exists a set of exhaled cells E, such that:

IB,., = IB, the input buffer does not change

E, O OB, exhale a subset of the output buffer

OB,,, =0B, - E, exhaled cells depart from the output buffer
Oo:|E, |1 each output exhales at most one cell

InaLOOTFA switch, E, also satisfies additional conditions given in Section 3.6.

3. The LOOTFA switch

In this section we present the additional conditions that a crossbar speedup switch must
satisfy in order to be a LOOTFA switch and we develop concepts specific to the
LOOTFA switch.



3.1. Output occupancy, 00y,
We define the output occupancy 00, (c) of acdll c at time b as the number of cellsin c's
destined output unit at time Formally,

00, (C) = ‘OBb,o:o(c)

3.2. Output occupancy ordering, <qop)
Given any two cellg,, ¢,, we say that, precedesc, according to theutput occupancy
ordering at timeb, written ¢, <., C,, iff at time b, the output occupancy af is less

than the output occupancy of. Formally,

G <oo(b) C, =00, (C1)< 00, (Cz)-

3.3. Timestamp ordering, <
Given any two cellsc, c,, we say thatc, precedesc, according to theéimestamp or-
dering, written ¢, <, c,, if and only if ¢, is inhaled befores,. Formally,

¢ < ¢ =h(g)<h(c,).

The timestamp ordering indicates which cells are older than others. In Section 5.3 we
consider alternative definitions of the timestamp ordering.

3.4. Transfer time ordering, <4

Given any two cellsc, c,, we say thatc, precedesc, according to the basic transfer
time ordering, writtenc, <,, c,, if and only if ¢, is transferred before,. We consider

that a cell that is actually transferred is “transferred before” a cell that is never transferred.
Formally,

< G =0 ¢ 0X, 0(0:c, 00X, Ox <x,)0-(0:c,0X%, ).

We resolve ties irx,, arbitrarily to produce the total orderirg , called theransfer time
ordering.

Note that the transfer time ordering is a property of an execution history of the switch,
and is not in general available from the switch state at any moment in time. The transfer

time is not used in the implementation of the switch, but only in our analysis of its be-
havior. We use<, in the definition of thdeast important relevant cell in Section 4.5.

The oracular nature ok, enables us to pick the cell that an execution history in fact
treats as less important in the event of a tie in the matching condition.

3.5. The LOOTFA matching condition and w(b)

Like LOOFA and MUCFA, in each transfer phase LOOTFA requires that each non-in-
cluded cell have a conflict with some included cell that is at least as important. Roughly



speaking, LOOTFA uses a definition of importance that favors cells with lower output
occupancies, breaking tiesin favor of cellswith earlier timestamps.

A subtlety arises at this point. Whereas a cell's timestamp never changes, a cell's out-
put occupancy can change over time. In particular, after any transfer phase, the relative
output occupancies of the cells surviving in the input buffer may be different from what
they were at the beginning of the phase. Since rapidly constructing a match is crucial to
the performance of the switch, an implementation would most likely pipeline this process
as much as possible. Reevaluating the relative importance of surviving cells on every
transfer phase seems like it would be bothersome.

It turns out to be sufficient for the transfer phase to construct its matching based on
output occupancies as they were at the end of the most recent inhale phase. This has the
consequence that the relative importance of surviving cells does not change during the
transfer phases in the same slot, which seems like a property that could be exploited in a
pipelined implementation.

We define the functiomv(b) of timeb as the time at the end of the most recent inhale
phase before. Formally,
0 if b=0
wib)= b if phaseb - Lisaninhalephase
BN(b— ) otherwise

In Section 5.1 we consider alternative definitionsvof

(Note that since the inhale phase does not affect output occupancies, we could equiva-
lently use the “initial” output occupancies as of the beginning of the current slot. Krishna
et al. [1] discovered that all of the transfer phases in the same slot could use initial output
occupancies when they proved thatam 2 LOOFA switch was work-conserving.)

Now we can define the LOOTF#Awtching condition. For every transfer phase a
LOOTFA switch satisfies the following condition in addition to the transfer phase condi-
tions in Section 2.9:

OcOIB, = X, 1 (L' X, 1€ ~ COC Sy -

That is, for each celt in the input buffer that is not included in the match, there exists
some conflicting, included celf’ that is at least as important @swhere a cell is more
important than another if it has a lower output occupancy at\t\'v(b)a or, in the event of

a tie, if it has an earlier timestamp. Sinceis transferred while remains in the input
buffer, we necessarily have <)« C- We say that' is transferredn preference to

C.

10



3.6. The LOOTFA exhale conditions

For every exhale phase b, aLOOTFA switch satisfies the following conditions in addition
to the exhale phase conditionsin Section 2.10:

Jo:|0B,,.,|>00 |E
OcOE, :0c'UOB, () iCS € OB order-conserving

>0 OB work-conserving

b,0=0

That is, each non-empty output o always exhales a cell, and the cell it exhales precedes or
ties according to the timestamp ordering all cellsin the output buffer destined to o.

4. The LOOTFA theorem

We now come to our main result.
Theorem (LOOTFA): A LOOTFA switch with speedup S>3 isideal.

The rest of Section 4 is devoted to a proof of this theorem. We assume an execution his-
tory that is a counterexample, define a number of attributes (e, fc, Ry, h, lircs, OBTy, po, H,
X, and E) of this execution history, and finally arrive at a contradiction.

4.1. Earliest failing exhale phase, e

Recall from Section 1 that a switch isideal if and only if it is both work-conserving and
order-conserving. To be work-conserving, the switch must ensure that whenever there
are any cells in the switch destined to output o at the beginning of an exhale phase b, out-
put o exhales some cell during phase b. To be order-conserving, the switch must ensure
that whenever an output o exhales some cell ¢, there are no cells in the switch destined to
output o that precede ¢ according to the timestamp ordering.

Formally, a switch isideal if, in every execution history, the following conditions both
hold for every exhale phase b:

Do:|(1B, DOB, ),,|>00 |Eypne
OcOE,:Oc 0(1B, 00B,) ) CS C order-conserving

0=0

>0 work-conserving

We say that an exhale phase fails if it violates one or both of the above conditions. (For
example, if at the beginning of an exhale phase b, a crossbar speedup switch has a cell
destined to o in its input buffer but no cells destined to o in its output buffer, then exhale
phase b is sureto fail.)

In our assumed counterexample execution history, there must be some exhale phase
that fails. We define e to be the earliest such failing exhale phase.

4.2. The failing cell, fc

In order for exhale phase e to fail, there must be some cell ¢ (1B, OB, ) in the switch
such that either (1) no cell is exhaled on output o(c) (which would violate work-con-
serving) or (2) a cell is exhaled on output o(c) that ¢ precedes according to the time-

11



stamp ordering (which would violate order-conserving). We pick one such cell and call it
fc, thefailing cell.

We claim that at time e, cell fc must be in the input buffer and it must precede al cells
in output o(fc) according to the timestamp ordering. This claim follows from the
LOOTFA exhale conditions of Section 3.6.

Formally, we first prove that [cLJOB,
existsacell cJOB, () such that c<, fc. Then from the OB work-conserving condi-

1) - fc<,c. Assuming the contrary, there

tion, output o fc) must exhale some cell ¢, and from the OB order-conserving condi-
tion, we have c' <, ¢, whence ¢’ <, fc. This contradicts the definition of fc, so our state-
ment is proved.

Since fc does not precede itself according to the timestamp ordering, fc cannot be in
OB and therefore fcJOB,. By definition fc0(I1B, 0 OB,), so we have fcOIB,.

e,0=0( fc) !

This completes the proof of our claim.
In summary, we have

fcOIB,, and
HOeOB, (1) fC <, C.

The rest of the proof proceeds as follows. We define a set of relevant cells, which are
those cells sharing the same input as fc that contribute to allowing fc to survive in the

input buffer until the earliest failing phase e. We define the least important relevant cell
at time b and prove a property of its output occupancy. We examine the output buffer
trailing cells, which are those cells in the output unit o(fc) that are preceded by fc ac-

cording to the timestamp ordering. Then we define a potential at time b as alinear com-
bination of various salient quantities in the switch state at time b. We establish a lower
bound on the potential at the inhalation of the first relevant cell, push this bound forward
phase by phase, and thus obtain alower bound at time e. Finally we directly compute the
potential at time e and obtain a value that violates the lower bound, thus showing a con-
tradiction.

4.3. Relevant cells, R
We define acell c to berelevant if:

(1) c=fcor
(2) c sharesthe same input as fc and is transferred in preference to some relevant cell
during some transfer phase b<e.

Recall from Section 3.5 that a cell c is said to be transferred “in preference to” a cell
during transfer phadeif and only ifc is transferred¢’ survives in the input buffec,and
¢’ conflict, andc is at least as important as; formally,

cOX,dcOIB, - X, Oc~c D€ < o(wiv))s c.
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Intuitively, the relevant cells are fc and cells that, directly or indirectly, delay the
transfer of fc by means of input conflicts.

We define R as the set of al relevant cells. For any time b we define R, as the set all
of relevant cells present in the input buffer at timeb. Formally,

R =Rn IB,.

A transfer phase during which some relevant cell is transferred we call an R-transfer
phase. A transfer phase during which no relevant cell is transferred we call a nonR-
transfer phase.

4.4. Earliest inhale of a relevant cell, h
Each relevant cell cJR has an inhalation phase h(c). We define h to be the earliest in-
halation phase of any relevant cell. Formally,

h=minh(c).

cORrR

Since Ris non-empty ( fcOR), hiswell-defined.

We claim that for any time b in the range h<bs<e, we have [R|>0. Clearly
|Rh+l| >0, since the switch has just inhaled arelevant cell and has not yet had a chance to
transfer it. An R-transfer phase b <e transfers arelevant cell cOR,, but since ¢ cannot
be fc (because fc is not transferred before €), ¢ must be transferred in preference to
some other relevant cell ¢’ R, and consequently we have ¢'OR,,;. No other phase can
remove arelevant cell from the input buffer, so the claim is proved.

4.5. Least important relevant cell, lirc,
For any time b in the range h<b < e, we define the least important relevant cell lirc, at
time b as the maximum element of R, according to <,,u,e)x- Thatis,

lirc, R, DUCUR, 1 C< gy 111G, -

Since |Rb|>0 and <, istotal, the least important relevant cell exists and is unique. Note

that the least important relevant cell is defined in terms of the output occupancy ordering
asitisat time w(b) which, not surprisingly, is the output occupancy ordering used in the
LOOTFA matching condition.

We now prove two useful lemmas about the least important relevant cell. Note that
these lemmas relate to the assumed counterexample execution history with respect to
which e, Ry, h, and lirc, are defined.

Lemma (lirc survival): For any phasebintherange h<b<e, wehave lirc, OR,,,.

13



Proof: By definition lirc, O R,. If bisan inhale phase, an exhale phase, or a transfer
phase that does not transfer lirc,, then lirc, survivesin the input buffer at time b+1, and
consequently lirc, OR,,;. It remains to consider the case in which b is a transfer phase
and lirc, 0 X, . In this case, we must have lirc, # fc, since fc is not transferred before
e. From the definition of relevance, lirc, must be transferred in preference to some other
relevant cell cOR,, which means that lirc, is at least as important as c, that is
lirc, <goupy: €. Since lirc, istransferred before c, we have lirc, <, c. But thisgivesus
lirc, <go@))ex €, Which contradicts the definition of lirc,. This completes the proof.

Lemma (lirc output occupancy): For any phasebintherange h<b<e, we have
00,,(lirc,, )2 00, (lirc, ).

Proof: Intuitively, either the choice of lirc,,, is based on output occupancies at time
b+1 or else lirc,,, =lirc,. By definition, lirc,,, is the maximum element of R ,, under
<w@pa)x: Snce we have lirc,R,, by the previous lemma, it follows that
lirC, Soma))ix l1MCha @Nd hence lirc, < ) MG - If w(b+1):b+1 then we are
done. Otherwise, by the definition of w (see Section 3.5), w(b+1)=w(b) and phase b
cannot inhale any cells. Since lirc,,, cannot have been inhaled during phase b, it must
have been in the input buffer at time b, and consequently lirc,,, O R,. By definition, lirc,
is the maximum element of R, under <), SO it follows that lirc,,; <q,ae)x 111G, -
But w(b +1):w(b), so we have 1irc,,; < wpa)x 116, We now have lirc, and lirc,,,
each at |east as important as the other according to <))~ Since this ordering is to-
tal, it followsthat lirc,,, =lirc, and we are done.

4.6. Output buffer trailing cells, OBT,
For any time b in the range h<b < e, we define the output buffer trailing cells OBT, at

time b as the set of those cells in output unit o(fc) that are preceded by fc according to
the timestamp ordering. Formally,

OBT, = { CUOB, o1 fE <, C }

4.7. Potential, py
For any time b in the range h<b<e, we define the potential p, at time b by the fol-
lowing magic formula:

P, Eoob(lircb)—|OBTb|—2[[Rb|.
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We establish a lower bound on the potential at time h+1, analyze the changes in poten-
tial with each phase, and show that the resulting lower bound on potential at time e con-
tradicts the actual potentia at timee.

4.8. Lower bound on potential at time h+1
To bound the potential at time h+1 we bound the components in its definition.

ooh+1(l [ rch+l)2 0 Anoutput occupancy cannot be negative.

OBT,,

=0 Consider any cell ¢ in output unit o(fc) at time h+1, that is,
CUOB, 1= Cell ¢ must be transferred during some earlier
transfer phase x(c)< h+1, and since phase h is an inhale phase, we
have x(c)<h. Cel ¢ must be inhaled before it is transferred,
hence h(c)< x(c)<h. Sincehistheinhalation time of the earliest
relevant cell and fc is relevant, we have h<h(fc) and thus
h(c)< x(c)<h(fc). Hence from the definition of the timestamp
ordering we have c <, fc. So cisnot an output buffer trailing cell.

IR.[=1 At time h+1 the switch has just inhaled the earliest relevant cell.
Combining the components, we have

- 2 I:IR1+1|

Pra = 00h+1(| i rCh+1) - |OBTh+1

>-2.

Next we consider the effects of each phase asb advancesfrom h+1 toe.

4.9. Effect of an inhale phase

To bound the change in potential during an inhale phase b, we bound the changes of the
components.

00, (lirc,.,)= oo, (irc, )
The output buffer is unchanged by an inhale phase, so we have
00,.,(lirc,)= 00, (lirc,). Combining this with the lirc output occu-

pancy lemma (Section 4.5) we get 00,,,(lirc,,)= oq,,(lirc,)=
og, (lirc, ).

|OBT,.,| =|OBT,| The output buffer is unchanged by an inhale phase.

IR../<[RJ+1  Input i(fc) caninhale at most one cell.

Combining the components, we have
Poi = 00b+1(| i er+1)_ |OBTb+1| -2 I:IRb+1|
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> 00, (lirc,)-|0BT,| - 2R, +1)
=00, (lirc,)-|OBT,| - 20R,| -2
=p,—2.

4.10. Effect of an R-transfer phase

To bound the change in potential during an R-transfer phase b, we bound the changes of

the components.

00,,(lirc,,)2 0o, (lirc, )

No cells can depart the output buffer, so oq,,,(lirc,)= oo, (lirc, ).
Combining this with the lirc output occupancy lemma (Section 4.5)
we get oo, (lirc,,,)= 00,,,(lirc, )= oq, (irc, ).

<|OBT,| +1
There might be a new output buffer trailing cell, but there can be at
most one.

IR,.|=|R|-1  Exactly onerelevant cell istransferred.

|OBT,,

Combining the components, we have

Pos = 00,,,(lirc,.,)~|OBT, .| - 2[R,,,
> o0, (lirc,)- QOBTb| +1)— ZEGRb| —1)
=00, (lirc,)-|OBT,| - 20R | +1
=p, +1.

4.11. Effect of a nonR-transfer phase

To bound the change in potential during a nonR-transfer phase b, we bound the changes
of the components.

00,.4(lirc,,)= 00, (lirc, )+1
Since lirc, is relevant, lirc, is not transferred during phase b.

Therefore from the LOOTFA matching condition (Section 3.5)
there must be some cell transferred in preference to lirc,. Since

any cell transferred in preference to lirc, and sharing input
ilirc,)=i(fc) would by definition be relevant, and since no rele-

vant cell is transferred during a nonR-transfer phase, there must be
some cell transferred in preference to lirc, that shares output

oflirc,). Therefore oq,,(lirc,)=00,(lirc,)+1. Combining this
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|OBT,,| =|OBT,|

Roal =R}

with the lirc output occupancy lemma (Section 4.5) we get
0a,,(lirc,, )2 00, (lirc,)= 0g, lirg, )+ 1.

Since fc is relevant, fc is not transferred during phase b. Therefore

from the LOOTFA matching condition (Section 3.5) there must be
some cell transferred in preference to fc. Since any cell transferred
in preference to fc and sharing input i(fc) would by definition be

relevant, and since no relevant cell is transferred during a nonR-
transfer phase, there must be some cell transferred in preference to
fc that shares output o(fc). Let c be such acell. Sincecis trans-

ferred in preference to fc, we have c<,p) fc.  Since
o(c)=o(fc), we have ¢ =) fc and hence c<, fc. Thereforec

is not an output buffer trailing cell. Since at most one cell can be
transferred to any given output during a single transfer phase, c is
the only cell transferred to output offc) during phase b. So no

output buffer trailing cells are transferred during phase b.

No relevant cdll is transferred.

Combining the components, we have
Poa = 00,.,(irc,,)-[OBT, .| - 2[R .|
> (00, (iirc,)+1)-|OBT,|- 2[R)|
=00, (lirc,)-|OBT,| - 2R | +1

=p, +1.

4.12. Effect of an exhale phase
To bound the change in potential during an exhale phase b, we bound the changes of the

components.

Oob+1(”rcb+1)2 OOb(lier)—l

|OBT,,| =|OBT,|

Roal =R}

Since output oflirc,) can exhale a most one cell, we have
00,.,(lirc, )= 0o, (lirc,)-1. Combining this with the lirc output oc-
cupancy lemma (Section 4.5) we get 0o, (lirc,.,)= 0o,,,(lirc, )=
0o, (lirc,)-1.

Since b < e and exhale phase e is assumed to be the earliest phase

in which the switch fails, output o(fc) cannot exhale any member
of OBT, .

The input buffer is unchanged.
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Combining the components, we have
Poa = 00,.,(irc,,)-[OBT, .| - 2[R .|
> (00, (iirc,)-1)-|0BT,|- 20R)|
=00, (lirc,)-|0BT,| - 2R | -1
=p,—1.

4.13. Lower bound on potential at time e

To summarize the preceding sections, the effect on p, of the phases between time h+1
and time eis as follows: each inhale phase decreases p, by at most 2, each transfer phase
(regardless of whether R-transfer or nonR-transfer) increases p, by at least 1, and each
exhale phase decreases p, by at most 1. Let

H = the number of inhale phases betweentime h+1 andtime e,
X = the number of transfer phases between time h+1 and time e, and
E = the number of exhale phases betweentime h+1 andtimee.

(Note that E does not include the failing phase, which starts at timee.) Then formally,
e 2 Py —2[H+ X-E

Observe from the dot structure (Section 2.1) that in any interval starting at the end of an
inhale phase and ending at the start of an exhale phase, there are more transfer phases
than twice the number of inhale phases plus the number of exhale phases. In particular,
we have

X>2MH+E.
Combining the above with the lower bound p,,, = -2 (Section 4.8), we have

e 2 Py —2[H+ X-E

> Pha
>-2.

4.14. The potential at time e
Now let us compute p, directly.
oo, (lirc,)= oo, (fc)

From the definition of R, each relevant cell except fc is transferred
during some transfer phase b <e. Hence we have R, ={ fc } and

thus lirc, = fc.
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|OBTe| =ooe(fc) Since by assumption exhale phase e fails, al cells in output unit
o(fc) at time e must be preceded by fc according to <y, » that
is, they are all output buffer trailing cells.

R|=1 R, ={fc}.
Combining the components, we have
p, =00,(lirc,)-|OBT,| - 2R
= o00,(fc)-o0,(fc)-20
=-2.

which contradicts the lower bound obtained in Section 4.13. Hence the assumption of a
counterexample arrives at a contradiction, and the LOOTFA theorem is proved.

5. Generalizations

For clarity, we have presented LOOTFA with a number of concrete assumptions that are
not strictly required by our proof. In this section we show some generalizations.

5.1. Generalized time of evaluation, w(b)

When transfer phase b decides which cells to include in the match, it evaluates the im-
portance of cells based on output occupancies as of time w(b). Our original definition of
w (Section 3.5) causes each transfer phase to construct its match based on output occu-
pancies as they are at the end of the most recent inhale phase. However, the only placein
which we use properties of w is the proof of the lirc output occupancy lemmain Section
4.5, which succeeds if w satisfies the following conditions for each phase b:

wb+1)=w() O wb+1)=b+1 same as previous, or become current
1B,,,—1B,[>0 0 wlp+1)=b+1 become current if any inhaled cells

The basic ideais that the switch maintains a record of output occupancies based on which
it constructs the match for atransfer phase and, from time to time, the switch updates this
record to the current output occupancies. A LOOTFA switch must update its output oc-
cupancies at the end of every inhale phase that actually inhales a cell, and it can also up-
date whenever convenient.

For example, consider the definition wib)=b, which satisfies the generalized condi-

tions. Under this definition, every transfer phase constructs its match based on current
output occupancies. As explained in Section 3.5, this would likely be bothersome to im-
plement. However, the resulting switch would be ideal provided S= 3.
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5.2. Generalized phase arrangement

Our origina phase arrangement was a sequence of dots each consisting of an inhale
phase, Stransfer phases, and an exhale phase (Section 2.1). However, the only place in
which we use properties of the phase arrangement is the counting argument in Section
4.13. Thisargument requires that

X>2MH+E,
for any interval starting at the end of an inhale phase and ending at the start of an exhale
phase, where

H = the number of inhale phasesin the interval,
X = the number of transfer phasesin the interval, and
E = the number of exhale phasesin theinterval.

In addition to our origina slot structure, there are many other ways of arranging phases
that satisfy this condition. For example, we can arrange the phases into multislots, in
which each phase of aslot repeats n times, asillustrated in Figure 7.

CA DRt Rog R R R X EY CRR-R Ro Rl Rofl Ko KRR R R C K7 B
EIER|E|5|5|5 |5 I5IEIEIR|R|R (5|5 5|5 |5 EIE| UMe

0123456 7 8 91011121314151617 18 192021 22 boundary

\ J\\ J
v v

multislot multislot
Figure7: Example multislot structure (n=2, S=3).

Since al of the transfer phases in the same multisiot are allowed to use the same output
occupancies, a multislot implementation could probably be pipelined more extensively
than a single slot design. This would achieve higher throughput at the cost of higher la-
tency in real time due to increased discrepancy between real time and model time.

5.3. Generalized timestamp ordering, <;

Our original timestamp ordering given in Section 3.3 said that a cell inhaled before an-
other must precede the other according to the timestamp ordering. However, the only
place in which we use properties of the timestamp ordering is the lower bound calculation
in Section 4.8, which succeeds if <, satisfies the following timestamp condition for any

cells ¢, ¢, and any transfer phase x:
h(c,)<x<h(c,) O c=c,.

That is, if the inhalation phases of two cells are separated by an intervening transfer
phase, the earlier cell must precede or tie the later cell according to the timestamp order-

ing.
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The timestamp controls how a LOOTFA switch orders cells destined to the same out-
put. Provided that the speedup S= 3, during each exhae phase each output exhales a
cell that precedes or ties, according to the timestamp order, al cellsin the switch destined
to that output (if any). That is, for every exhale phase b, we have

Do:|(1B, 0 0B, ),.,|>00 |Eyes
OcOE,:0c'0(IB,00B,),_,):C<,C  “order-conserving”

>0 work-conserving

We could say that the timestamp ordering defines the meaning of “older” and “younger”
and therefore the meaning of “order-conserving”. Perhaps it would be better to call the
conditiontimestamp-conserving.

For example, our original timestamp ordering orders cells according to their inhalation
phases. An output of a8>3 LOOTFA switch using this timestamp exhales cells in
order of inhalation phase, but an arbitrary order applies to cells inhaled during the same
phase.

For a second example, consider the timestamp ordering which orders cells according to
their inhalation phases and breaks ties by ordering cells according to their input number.
Since an input can inhale at most one cell per phase, this is a total order. An output of an
S>3 LOOTFA switch using this timestamp exhales cells strictly according to this total
order.

For a third example, consider a multislot switch (Section 5.2) in which the timestamp
ordering orders cells according to their inhalation multislot, but arbitrarily orders cells
that are inhaled during the repeated inhale phases of the same multislot. An output of an
S>3 LOOTFA switch using this timestamp exhales cells according to the timestamp
ordering, which may or may not be useful.

For a fourth example, consider the trivial timestamp ordering, in which all cells tie.
The effect of such a definition is to remove from the LOOTFA switch all consideration of
the age of a cell, thus reducing it to a LOOFA switch. In this case the order-conserving
success condition is trivially satisfied and the only interesting property is work-conserv-
ing. We can slightly modify our proof of the LOOTFA theorem to obtain a proof of the
fact that anS>2 LOOFA switch is work-conserving. Assuming a failing exhale phase
e, using the same definitions ff, R, h, lirc,, H, X, andE, and using the modified po-

tential p, at timeb defined by

p, =00, (lirc,)-[R).

we can show that
Praa 2 -1,
Ppa = P, —1 for each inhale phase
Py = P, +1 for each transfer phabe
Py = P, —1 for each exhale phabe
Pe 2 Py ~H+X-E>p,,,, and
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Pe =1,

which is a contradiction, hence proving that there can be no exhale phase that fails. (Note
that under a timestamp ordering in which all cells tie, there are never any output buffer
trailing cells)) Krishna et al. [1] proved that an S>2 LOOFA switch is work-conserv-
ing. Our result here provides an alternate proof.

6. Computing a LOOTFA match

The obvious algorithm to compute a LOOTFA match is to repeatedly pick the most im-
portant non-conflicted cell until no more cells can be picked. We call this the global
minimum greedy algorithm. It turns out that if the timestamp is the same for al cells (as
in the fourth example of Section 5.3), then the match can also be computed by visiting the
input unitsin an arbitrary order picking the most important non-conflicted cell in each.

6.1. The global minimum greedy algorithm
Given two sets C, and C, of cells, we definethe set C,/~ C, asthose cellsin C, that do
not conflict with any cell in C,. Formally,

C,/~C, ={c0C,:=k,0C,:c ~c,}.
The global minimum greedy algorithm computes a LOOTFA match at time b with an it-
erative sequence X, o, X,,, ..., X,, starting with X, ; ={ } and producingX, ,,, from
X,, by adding a most-important (that is, minimal) eIemenlBg,f/~ X,, according to
<w(p):- There may be ties, in which case the choice between the tied minimal elements
is arbitrary. WhenB, /~ X, , is empty, we declare tha = z and the algorithm is done.
The resultX, is X, ,. Each step is calledraund. Observe thaZ <N .

Clearly any result of the global minimum greedy algorithm satisfies the formal model
transfer phase requirements (Section 2.9),

X, O1B,,
Oi :|X,; | <1, and
00:[ Xy om0/ < 1.

To show that the result satisfies the LOOTFA matching condition (Section 3.5),
OcOIB, = X, : 'O X, :¢ ~¢OC <o)
we introduce the following invariant, which we claim holds at any raund
OcO1B,: (' OX,, ¢ ~ cOC g ©)O(COIB,/~ Xy, ).
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For round z=0, X,, isempty, so IB,/~ X, , = IB, and therefore c01B, /~ X, , for all
cOIB,. Assuming the invariant holds at some round z<Z, we now show it holds at
round z+1. Consider any cell cJIB,. We must show that

(Eb’ O Xb,z+l ¢ ~clc Soo(w(b)),t C)D (CD IBD/~ Xb,z+1)'

Case 1: Suppose [E'0X,,:c ~clC <,,p): C- Then we are done, because
Xb,z+l u Xb,z'

Case 2: Otherwise, by the invariant for round z, we have cOIB,/~ X, ,. Let ¢’ be the
unique cell in X, ., = X, ,.
Case 2a: Suppose ¢’ ~ ¢ (which includes the case ¢' =c). Because the global minimum

greedy algorithm chooses a most-important not-yet-conflicted cell on each round, we
have ' <) C- Thus we have ¢'0X,,, and ¢ ~c and ¢ <y, C, and we are

done.

Case 2b: On the other hand, if ¢’ does not conflict with ¢, we have cOIB, /~ X, ,,,, and
we are done. This completes the proof of the invariant.

By the termination condition, IB,/~ X, ={ } the invariant at the end of the final
round reduces to

OcOIB,: ('O X, :¢ ~c0C < o) C

from which the LOOTFA matching condition follows immediately.

It also turns out that any legal LOOTFA match X; can be produced by some run of the
global minimum greedy agorithm, by choosing the elements of X| in non-decreasing
order according to <,,,e):- Hence the possible results of the global minimum greedy

algorithm are precisely the matches that are alowed by the definition of a LOOTFA
switch.

Note that for each pair of input i and output o an implementation can ignore any cellsin
IB,; 5 .-, €Xcept for any single minimal element according to <. If the timestamps for

cellsof inputi and output o advance monotonically with inhalation time (as in our initial
LOOTFA timestamp ordering in Section 3.3), a virtual output queue will aways have a
most important cell at the front.

6.2. The per-input minimum greedy algorithm

We consider the case of the trivial timestamp ordering, in which al cells tie. This re-
duces the LOOTFA switch to a LOOFA switch. Observe that if an included cell ¢’ has
an output conflict with c, that is, o(c')=o(c), then we have oo,(c')=o00,(c) and hence

C =gy C- Because of this property, a LOOFA match can be computed by the per-in-
put minimum greedy algorithm, in which each round z consists of two parts: first choos-
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ing an input i arbitrarily, subject to the constraint that 1B, _ /~ X, , 1S non-empty; and
then producing X, ,., from X, , by adding aminimal element of IB,,, /~ X,,, according
10 <go(w(o))s -

Regardless of the order in which the inputs are considered, the per-input minimum
greedy algorithm produces a match that satisfies the LOOTFA matching condition. The
proof uses the same invariant as used in the previous section,

OcO1B, : (' OX,, ¢ ~ cOC g ©)3(COIB,/~ X,.,).

The only difference occursin the proof within Case 2athat ¢’ isat least asimportant asc,
that is, €' <) C- If ¢ and c share the same input, then the result follows from the

fact that the per-input minimum greedy algorithm chooses a most-important not-yet-con-
flicted cell from a chosen input. Otherwise, ¢’ and ¢ must share the same output, from
whichit followsthat ¢ =), C. as explained above.

The per-input minimum greedy algorithm has a parallel implementation in which each
input extends a bid to the destined output of its most important non-conflicted cell, and
then each output that gets a bid accepts one and rejects the others. Additional bid-accept
rounds handle rejected inputs. Although typically only afew rounds are necessary, in the
worst case N rounds are required. Krishna et al. [1] use this implementation of the per-
Input minimum greedy algorithm.

Unfortunately, the per-input minimum greedy algorithm does not work for a non-trivial
timestamp ordering, which in general isthe case in aLOOTFA switch.
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