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ABSTRACT

A methodis presentedor performingspeectrecognitionthat
is notdependentn a fixedword vocahulary. Particlesareusedas
therecognitionunitsin aspeechecognitionsystenwhich permits
word-vocahulary independenspeechdecoding. A particle rep-
resentsa concatenategphonesequence.Eachstring of particles
that represents word in the one-beshypothesidrom the parti-
cle speectrecognizelis expandednto a list of phoneticallysim-
ilar word candidatesisinga phoneconfusionmatrix. The result-
ing word graphis thenre-decodedisinga word languagemodel
to producethe final word hypothesis.Preliminaryresultson the
DARPA HUB4 97 and 98 evaluationsetsusingword bigramre-
decodingof the particlehypothesishav aWER of betweer2.2%
and 2.9% higherthan usinga word bigram speectrecognizerof
comparableompl«ity. The methodhaspotentialapplicationsn
spolendocumentetrieval for recoreringout-of-vocaklulary words
andalsoin client-serer basedspeechrecognition.

1. INTRODUCTION

Mostspeeclrecognitionsystemsgnorethe problemof wordsthat
arenotin therecognizeis vocalulary. At mostanattemptis only
madeto minimisetheeffectof suchout-of-vocalulary (OOV) words
by selectingavocalularythatis closelymatchedo thedomainand
thatis aslargeaspossible In theareaof spolendocumentetrieval
therearealmostalwaysOOV wordswith respecto thevocahulary
thatis used.Potentiallyit is thesewordsthatarealsothe mostin-
terestingor indexing purposesoit is undesirabléo simplyignore
them. Methodsfor surmountingthis problemhave focusedpri-
marily on phoneor syllable-basedecognitionsystemdq1] which
placeno restrictionson the wordsto be recognized.Due to the
poorerrorratesof phone-basedecognizersin generalphonelat-
ticesmustbestoredandsearchedneav eachtime aqueryis made.
The searchthus scalesapproximatelylinearly in the size of the
data.This representaseriousdeficieny comparedo word-based
retrieval techniquesWord-basedndexing involvesa simplelook-
upof thequerywordin ahashtableto retrieve documentén which
the queryword occurs. This searchis approximatelyconstantn
thesizeof thedata.

Alternative methodshave beenproposedhatcombinethe ad-
vantage®f bothmethod<or exampleby storingconcatenatede-
guencesf threeor four phonesin anindex [2, 3] asfor word-
basedretrieval. In this papernwe presenta furthervariantin which
recognitionis performedusingunitsthatmaybe thoughtof asly-
ing someavherebetweenvordsandphones Theseso-calledparti-
cle unitsrepresentvord-internalconcatenateghoneunitsandare
determinechutomatically A speectrecognizetis built usingcon-
catenatedriphoneacousticmodelsto representhe particle units

andalanguagemodelto representhelinguistic dependencieke-
tween particle units. By recognizingparticlesfrom speechthe
decisionon a setof wordsto recognizecan be postponed. The
recovery of wordsfrom the particlehypothesids performedasa
post-processingteponcethe word vocalulary hasbeendefined
anda correspondinglictionary and languagemodel constructed.
Cornventionalword-indeing techniquesanthenbe used.

Anotherpotentialapplicationof particle-basedecognitionis
in client-sener speechapplications. By incorporatinga particle-
basedrecognizern the client side, only the particlesthemseles
needto betransmittedo the sener. The senerthenperformsthe
necessaryost-processingp corvert the particle hypothesisinto
a word hypothesiswhich is then transmittedback to the client.
Sucha methodconstitutesa parsimoniousepresentatiofor data
flow betweerclientandsener. In addition,the vocalulary of the
recognizemn the client sidecanbe fixed while the vocalulary on
the sener sidecanbe adapteceasilyto accountfor the changing
context or environmentof theclient.

2. SYSTEM OVERVIEW

Thesystento performword-vocalularyindependengpeechrecog-
nition canbedividedinto threecomponents1) the particle-based
speeclrecognizer?) the expansionof the particlehypothesisnto
agraphof word candidatesnd3) a searchfor the highestscoring
word sequenceThestepsinvolvedareshavn in Figurel.
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In orderto constructheparticle-basedpeechecognizeraset
of particleunitsis determinecautomaticallyin isolationfrom the
acousticdata. The algorithm, which is describedn Section3.2,
decomposesvordsinto particlesso asto maximisethe leaving-
one-outlikelihood of a particle bigram languagemodel on the
training data. The particlesare phoneticizedword internal units
and particleswhich occur at the endsof words are attachedto
anidentifierthatdefinesthe particleasforming a word boundary
Acousticmodelsare constructedor eachparticle by concatenat-
ing triphoneHMMs thathave beentrainedin a mannersimilar to
thatfor trainingtriphoneHMMs for acoustiovord models.Acous-
tic modellingis describedn Section3.3. A conventionalback-of
languagamodelis alsobuilt usingparticlesinsteadof wordsasthe
modellingunits.

During recognition,the top scoringparticle hypothesisrom
the particle-basedecognizeris first expandedinto a word graph
of phoneticallysimilar word candidatesisinga phoneconfusion
matrix. Eachword in the graphhasan associateghseudoacous-
tic score. This expansionis describedn Section4.1. The word
graphis thenre-decodedisinga conventionalstacksearchalgo-
rithm with a word languagemodelto producethe final word hy-
pothesisRe-decodings describedn Section4.2.

3. DETERMINING PARTICLE RECOGNITION UNITS

In this paper particlesaredefinedto be within-word sequencesf
phonesobtainedfrom the phoneticrepresentatioof words. The
particlesare usedasthe recognitionunitsin a speectrecognition
systemwhichalsousesaparticle-basethnguagenodelto provide
conditionalprobabilitiesbetweersequencesf particles.

3.1. Particle-based language modelling

To obtainparticleswe considerthe automaticgeneratiorof a de-
terministicdecompositiorfunction U betweenwordsanda set¥
of particlesu;

U:w— U(w) =uo,u1,... ,Urw)y-1 Ui € P.
whereword w is decomposedhto a sequencef L(w) particles.
Identificationof word boundariest the particlelevel is necessary
to ensurea deterministicmappingfrom a sequenceof particles
backto theword-level, evenif theidentity of thewordsthemseles
is ambiguous. Therefore,a <w> symbolis always attachedo
the terminalparticleur,,,)—1 in the decompositiorof word w to
denoteaword boundary

Givenan algorithmto determinelU, the wordsin sometrain-
ing text can be decomposednto their componentparticles. A
languagemodel canbe built in an identical manneras for word
languagamodels.Relatve frequencie®f theoccurrencesf parti-
cle N-tuplesareusedto computethe conditionalparticle N-gram
probabilitiesandsmoothedaccordingly

3.2. Particle selection algorithm

The greedypatrticle selectionalgorithmusedin this paperis de-
scribedin [4, 5] but differs in three main respects. Firstly, a
leaving-one-outoptimisationcriterion is emplg/ed; secondlyall
vocahulary words are first mappedinto their phoneticrepresen-
tation using one charactemer phone;and thirdly, the setof all

uniquewordsin the training corpusis chosenas the vocalulary
from which to determineparticles.

The particle selectionalgorithm usesonly the word unigram
andbigramstatisticsfrom the training dataanda list of all possi-
ble candidateparticlesof differentlengths.Thislist only contains
thoseparticleswhich actually occur within words of the vocab-
ulary. Initialising the algorithminvolves decomposinall words
into their constituentsingle phones. The contentsof the set of
particles¥ at initialisation thereforecompriseall single phones
which occurin wordsof thevocalulary andall singlephoneswith
a <w> appendedSingle phonesmustalwaysappeaiin the final
setsincethey may be necessarasfiller particlesto completea
decompositiorwhich doesnot divide exactly into largerparticles.
Thealgorithmis describeconciselyby thefollowing steps:

1. Initialisation:
e [=1 . .
e deconpose words into I-phone particles
e conpute |eaving-one-out |og-likelihood of
training data

Ll=1+1 . .

3. IterateV I- phone candi date particles u®*":

e ‘insert’ ﬁarti cle »™ in all words w

e conmpute change in training set |eaving-one-
out | og-likelihood

e ‘renpve’ particle "™ fromall words w

. Insert best [-phone particle into ¥ and pernma-

nently in all words . ) )
If deSired nunber of particles obtained then termi-
nate

If no particles remaining thenterminate

If inprovenent gotostep3,el se gotostep?2

R

Eachiteration involves a searchover a setof particlesof a
fixed lengthl phones,at the end of which the particlethat gave
the greatesincreasein leaving-one-outlog-likelihood is perma-
nently addedo thefinal setof particles.Theleaving-one-outog-
likelihood of the training datacomputedusing a particle bigram
languagemodelis givenby:

Np

LLloo = Zlog -Ploo(ui | ui*l), (1)

i=1

whereeachword w in the text is decomposedising U (w) into

its constitueniparticlesand Np is the total numberof particlesin

thetext whenall wordshave beendecomposedAll particleuni-

gramandbigramcountswerediscountedisingabsolutediscount-
ing. Backed-of probabilityestimatesrenecessarjor eventsthat
only appeaoncein thetrainingdata.

Thebestparticlefrom theinnerloopin thealgorithmabore is
choserto betheparticlethatgivesthegreatesincreasen leaving-
one-outlog-likelihood andfor which the increaseis greaterthan
somethresholdvalue. The thresholdvalue canbe usedto deter
mine the numberof particlesthatendup in the final setof parti-
cles.

Theorderin which particlesareselectedaffectsthe selection
of all subsequenparticles.Sincethe algorithmonly acceptscon-
figurationswhichresultin anincreasen theoptimisationfunction,
thealgorithmis guaranteedb corverge,honever dueto its greedy
natureit is only likely to find a locally optimal solution. In these
experimentghealgorithmis only usedto determinea setof parti-
clesup to somemaximumsizel,,qz .



3.3. Particle-based Acoustic Modeling

The acoustictraining followed the approachcommonly usedin
large vocahulary speechrecognizerg6]: Monophoneor Context-
Independen{Cl) training startingfrom flat distributions, unclus-
teredstateContext-DependenfCD) triphonetrainingstartingfrom
clonedCl models CART basedreeclusteringof unclusteredtates,
andfinally mappingof eachunclusteredriphone statesequence
into clusteredstatesfollowed by several iterationsof the Baum
Welch algorithmincreasingthe numberof learnedGaussiangper
clusteredstate.

TheHMM architectureof our systemis basedon threestates
pertriphonewith self transitionsandtransitionsto the next state,
39phoneunitsand10filler modelsto cover spurioussounds 156,000
possibletriphones,6,000 clusteredstates,and 16 Gaussiangper
state.

Oneadwantageof a word boundaryparticle recognizeris the
reducedsocalularysize.Unlikewordbasedargevocahulary speech
recognitionsystemswheretrainingandtestingvocahulary setsare
often different, our particle basedsystemusesa fixed vocalulary
of 8155particles. This smallvocalulary makesrecognitionfaster
by reducingthe searctspace.

4. RECOVERING WORDS FROM PARTICLES

4.1. Expanding word hypothesisfrom particles

The particlesoutputby the particlespeechrecognizemaredecom-
posedinto a sequenc®f correspondingphones.As word bound-
ariesareknown andlabelled,eachhypothesizedvord is now de-
scribedasa phonestring. Eachphonestringis thencomparedo
every word of thevocahulary usinga pronunciatiordistancemet-
ric.

Computingthis metric usesa standardstring alignmentalgo-
rithm. Theinsertion,deletion,andsubstitutioncostsareobtained
from a pre-computeghoneconfusionmatrix. In additionto the
matchingcost, a length penaltyis applied. This is computedby
evaluatingthe phonestringlengthdifferencebetweerthedecoded
phonestringandthe pronunciatiorfrom the dictionary Theword
pronunciationdistanceis thenusedto sortthe whole vocahulary,
themostlikely word beingplacedat thetop of thelist [7, 8].

The phoneconfusionmatrix usedto computethe word dis-
tancemetric wastrainedusingthe TIMIT corpus,a collectionof
6,300short, hand-labeledutterances.Training consistedof run-
ning phonerecognitionon all utterancesthenaligningthehypoth-
esizedresultswith the handlabelledtranscriptionsThealignment
routineusedthe samecostfor deletion,insertion,andsubstitution,
regardles®f thephonednvolved. Alternative approachearepos-
siblefor trainingthe confusionmatrix, including the useof phone
classificationEM, or geneticalgorithms.

4.2. Re-decoding with word language models

The expandedword list for eachphonestring forms a lattice of
words alongtime. Eachword frame containsthe n-bestwords
sortedby theword pronunciatiordistanceasdescribegreviously.
By constructionall wordswithin the sameframe have the same
time boundariesA standardstackdecodelis usedto computethe
mostlikely sequencef wordsthroughthelattice [6].
Thebestscorecomputedat every stepof thesearchcombines
the pronunciationscoreas previously describedandan N-gram
word probability For every word of thelattice,alook-aheadscore

is pre-computedhatwill provide anupperboundvalueof the ex-
pectedscoreat the endof the word sequencérom thatword cell.
The sumof the bestscoreandlook-aheadscoress usedasa key
for insertingan active word lattice cell into a sortedlist of active
cells, or stack. At every stepof the searchthe word cell with the
highestscoreis poppedoff the stack,and scoredagainstall the
possiblenext wordsof the next frame. To malke the searchmore
tractable ponly thetop 100active pathswithin eachframearekept.
Whenthelastframeis scoredthe mostlikely sequencef words,
or bestpaththroughthelattice, is returned.

The depthof the lattice dependon how mary wordsare ex-
pandedper word phonestring. Sincea very large vocahulary of
over250kwordsis used experimentshavedthatatleastlOwords
neededo be generatedor eachword phonestringto accountfor
wordsthataremis-spelledn thedictionarythathave thesamepro-
nunciation.

5. EXPERIMENTAL WORK

Speechrecognitionexperimentsvereperformedon boththe 1997
and 1998 DARPA HUB4 evaluation setsusing both a particle-
basedandaword-basedpeectrecognizer

Thelanguaganodeltraining datausedfor determiningparti-
clesandalsoto build the languagemodelsfor both the particle-
basedandword-basedecognizersomprisedaround160 million
words of broadcashews texts from the 1996 HUB4 evaluation
provided by the LDC. The particle selectionalgorithm described
in Section3.2,wasusedto select8155particleswith l,,q. = 3. A
Katz back-of particletrigram languagemodelwasbuilt thathad
8.7 million N-gram parameters.A Katz back-of word bigram
modelcontaining8.3million N-gramparametergndaword uni-
grammodelwerealsobuilt. Thetop 65,000wordsin thelanguage
modeltrainingwereusedfor thevocalulary.

Thesameacoustidraining datawasusedto build theacoustic
modelsfor boththe particle-based@ndword-basedspeectrecog-
nizers. Three-statdriphoneacousticmodelswith 16 Gaussians
per stateweretrainedseparatelffor eachrecognizewusingthe 62
hoursof HUB4 1996acoustictraining dataprovided by the LDC.
The statesverethentree-clusteredhto 6000tied states.

The word expansionandre-decodinguseda word dictionary
of 250kwordsasdid theword unigramandbigramlanguagemod-
elswhich had250kand9.2 million parametersespectrely. Each
particlesequencéetweenword boundariesvasexpandednto 200
confusablevordsin theword graph.

The word error ratesobtainedwhen the particle hypothesis
wasdecodednto wordsis comparedgainstheword bigramspeech
decodeoutputin Tablel.

Word WER%
System| N-gram | 1997 | 1998
Particle 1 33.2 | 30.7
Particle 2 31.6 | 28.6
Word 2 28.7 | 26.4

Table 1. Word error rate of word bigram decodingsand parti-
cle decodingsecoveredusingword unigramandbigramlanguage
modelsonthe DARPA HUB4 97 and98 evaluationsets.

It wasfoundthattheword bigramre-decodingusingthe 250k
vocalulary of theone-besparticlehypothesionthe1997datare-



covered18 OO0V words(i.e. wordsoutsidetheword decoders 65k
vocahulary) of which therewere 12 uniquewords. In the 31,532
words of the evaluationreferencefile therewere89 OOV words
that could potentiallyhave beenrecognizedwith the 250k dictio-
nary of which 60 wereunique. This represents 20% recovery of
previously OOV words.

An additional adwantageof particle speechrecognitionwas
found to be its speed. Using a particle trigram was found to be
threetimesfasterthandecodingusingaword bigram.

6. DISCUSSION

The preliminaryexperimentalresultsshav thatour approactstill
performswell althoughthe decodinghasbeensplit into several
stagedor functionalandperformanceeasonsFirst, ourapproach
allows the recovery of OOV words without rescoringthe acous-
tic models. Second the final word decodingstagecanbe easily
performedwith specializedictionarieson the particle-basedep-
resentatiorwhichis very compact.

Theexperimentgeportedn this paperepresentery prelimi-
nary results. No efforts have beenmadeto optimize parameters
in the multiple modulesthat composeour vocalulary indepen-
dentspeectrecognizer For example,the languageweightin the
particle-basedecognizehhasnotbeenfine tuned.Similarly, alter
natepronunciationgor particleshase notbeeninvestigated.

The particle building procedures alsovery preliminary For
example,no effort hasbeenmadeto guaranteesomepoorly pro-
nouncedandyet commonwordssuchasfunctionwords("THE”,
"BUT"...) aremodelledwith their own particles.

The phoneticconfusionmatrix hasalsobeenderived from a
differentcorpus.ldeally, we would lik e to usea similar corpusfor
the constructiorof this matrix.

Finally, becauseve areusinga lattice whereall wordswithin
thesamedramehavethesametimeboundariesve areseverelylim-
iting thefinal stackdecodersearch.In particular we do not allow
word deletionsnor word insertions Betterresultscanprobablybe
obtainedby usingthe particlelattice asinput to theword decoder
ratherthanthe mostlik ely particlesequence.

Our analysisof the OOV shaws thatwe canrecover closeto
20% of the OOV words. This is doneat a reducedcomputational
costascomparedwith afull acoustiovord decode.

7. CONCLUSION AND FUTURE WORK

We have shawn thata particle-basedecognizercangive compara-
ble word errorratesto a conventionalword-basedecognizerOur
methodhasthe potentialof greatlyreducingthe processingime
of large corpora. Whennew wordsappearour approactellows a
simplere-processin@f previous acoustigparticledecodeslt also
males feasiblethe useof extremelylarge vocahulariessincewe
only re-scorea particlebasednput.

In the future we planto addresghe shortcomingf this ap-
proach. We will explore the useof alternatepronunciations.We
will alsopaymoreattentionto theparticleselectiorprocedureand
will explore the useof longercontet word languagemodels(6-
grams)usingtheword stackdecoder

Finally, we planto explorethe useof this approactor audio
indexing of very large corpora. One major limitation of word-
basedndexing is OOV querywords. Sincere-processingheaudio
of whole corporais infeasible,our approachwould allow us to
performword decodingwith specializedrocahulariesatlow cost.
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