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ABSTRACT

A methodis presentedfor performingspeechrecognitionthat
is notdependenton a fixedwordvocabulary. Particlesareusedas
therecognitionunitsin aspeechrecognitionsystemwhichpermits
word-vocabulary independentspeechdecoding. A particle rep-
resentsa concatenatedphonesequence.Eachstring of particles
that representsa word in the one-besthypothesisfrom the parti-
cle speechrecognizeris expandedinto a list of phoneticallysim-
ilar word candidatesusinga phoneconfusionmatrix. The result-
ing word graphis thenre-decodedusinga word languagemodel
to producethe final word hypothesis.Preliminaryresultson the
DARPA HUB4 97 and98 evaluationsetsusingword bigramre-
decodingof theparticlehypothesisshow aWERof between2.2%
and2.9%higher thanusinga word bigramspeechrecognizerof
comparablecomplexity. Themethodhaspotentialapplicationsin
spokendocumentretrieval for recoveringout-of-vocabularywords
andalsoin client-server basedspeechrecognition.

1. INTRODUCTION

Mostspeechrecognitionsystemsignoretheproblemof wordsthat
arenot in therecognizer’s vocabulary. At mostanattemptis only
madetominimisetheeffectof suchout-of-vocabulary(OOV) words
byselectingavocabularythatis closelymatchedto thedomainand
thatisaslargeaspossible.In theareaof spokendocumentretrieval
therearealmostalwaysOOV wordswith respectto thevocabulary
that is used.Potentiallyit is thesewordsthatarealsothemostin-
terestingfor indexing purposessoit isundesirabletosimplyignore
them. Methodsfor surmountingthis problemhave focusedpri-
marily on phoneor syllable-basedrecognitionsystems[1] which
placeno restrictionson the words to be recognized.Due to the
poorerror-ratesof phone-basedrecognizers,in generalphonelat-
ticesmustbestoredandsearchedanew eachtimeaqueryis made.
The searchthus scalesapproximatelylinearly in the size of the
data.This representsaseriousdeficiency comparedto word-based
retrieval techniques.Word-basedindexing involvesasimplelook-
upof thequerywordin ahashtableto retrievedocumentsin which
the queryword occurs. This searchis approximatelyconstantin
thesizeof thedata.

Alternative methodshave beenproposedthatcombinethead-
vantagesof bothmethodsfor exampleby storingconcatenatedse-
quencesof threeor four phonesin an index [2, 3] as for word-
basedretrieval. In this paperwe presenta furthervariantin which
recognitionis performedusingunitsthatmaybethoughtof asly-
ing somewherebetweenwordsandphones.Theseso-calledparti-
cleunitsrepresentword-internalconcatenatedphoneunitsandare
determinedautomatically. A speechrecognizeris built usingcon-
catenatedtriphoneacousticmodelsto representthe particleunits

anda languagemodelto representthelinguistic dependenciesbe-
tweenparticle units. By recognizingparticlesfrom speech,the
decisionon a setof words to recognizecan be postponed.The
recovery of wordsfrom the particlehypothesisis performedasa
post-processingsteponcethe word vocabulary hasbeendefined
anda correspondingdictionaryandlanguagemodelconstructed.
Conventionalword-indexing techniquescanthenbeused.

Anotherpotentialapplicationof particle-basedrecognitionis
in client-server speechapplications.By incorporatinga particle-
basedrecognizeron the client side,only theparticlesthemselves
needto betransmittedto theserver. Theserver thenperformsthe
necessarypost-processingto convert the particlehypothesisinto
a word hypothesiswhich is then transmittedback to the client.
Sucha methodconstitutesa parsimoniousrepresentationfor data
flow betweenclient andserver. In addition,thevocabulary of the
recognizeron theclient sidecanbefixedwhile thevocabulary on
the server sidecanbe adaptedeasilyto accountfor the changing
context or environmentof theclient.

2. SYSTEM OVERVIEW

Thesystemtoperformword-vocabularyindependentspeechrecog-
nition canbedividedinto threecomponents:1) theparticle-based
speechrecognizer2) theexpansionof theparticlehypothesisinto
a graphof word candidatesand3) a searchfor thehighestscoring
word sequence.Thestepsinvolvedareshown in Figure1.

Fig. 1. Digramshowing stepsin conversionof audiosignalto word
hypothesis.



In orderto constructtheparticle-basedspeechrecognizer, aset
of particleunits is determinedautomaticallyin isolationfrom the
acousticdata. The algorithm,which is describedin Section3.2,
decomposeswords into particlesso as to maximisethe leaving-
one-outlikelihood of a particle bigram languagemodel on the
training data. The particlesarephoneticizedword internalunits
and particleswhich occur at the endsof words are attachedto
anidentifier thatdefinestheparticleasforming a word boundary.
Acousticmodelsareconstructedfor eachparticleby concatenat-
ing triphoneHMMs thathave beentrainedin a mannersimilar to
thatfor trainingtriphoneHMMs for acousticwordmodels.Acous-
tic modellingis describedin Section3.3. A conventionalback-off
languagemodelis alsobuilt usingparticlesinsteadof wordsasthe
modellingunits.

During recognition,the top scoringparticlehypothesisfrom
the particle-basedrecognizeris first expandedinto a word graph
of phoneticallysimilar word candidatesusinga phoneconfusion
matrix. Eachword in the graphhasan associatedpseudoacous-
tic score. This expansionis describedin Section4.1. The word
graphis thenre-decodedusinga conventionalstacksearchalgo-
rithm with a word languagemodelto producethe final word hy-
pothesis.Re-decodingis describedin Section4.2.

3. DETERMINING PARTICLE RECOGNITION UNITS

In this paper, particlesaredefinedto bewithin-word sequencesof
phonesobtainedfrom the phoneticrepresentationof words. The
particlesareusedastherecognitionunits in a speechrecognition
systemwhichalsousesaparticle-basedlanguagemodelto provide
conditionalprobabilitiesbetweensequencesof particles.

3.1. Particle-based language modelling

To obtainparticleswe considertheautomaticgenerationof a de-
terministicdecompositionfunction
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Identificationof word boundariesat theparticlelevel is necessary
to ensurea deterministicmappingfrom a sequenceof particles
backto theword-level, evenif theidentityof thewordsthemselves
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ing text can be decomposedinto their componentparticles. A
languagemodel canbe built in an identicalmanneras for word
languagemodels.Relativefrequenciesof theoccurrencesof parti-
cle . -tuplesareusedto computetheconditionalparticle . -gram
probabilitiesandsmoothedaccordingly.

3.2. Particle selection algorithm

The greedyparticleselectionalgorithmusedin this paperis de-
scribedin [4, 5] but differs in three main respects. Firstly, a
leaving-one-outoptimisationcriterion is employed; secondlyall
vocabulary words are first mappedinto their phoneticrepresen-
tation using one characterper phone;and thirdly, the set of all

uniquewords in the training corpusis chosenas the vocabulary
from which to determineparticles.

The particleselectionalgorithmusesonly the word unigram
andbigramstatisticsfrom the trainingdataanda list of all possi-
ble candidateparticlesof differentlengths.This list only contains
thoseparticleswhich actually occur within words of the vocab-
ulary. Initialising the algorithminvolvesdecomposingall words
into their constituentsingle phones. The contentsof the set of
particles � at initialisation thereforecompriseall single phones
whichoccurin wordsof thevocabularyandall singlephoneswith
a , w - appended.Singlephonesmustalwaysappearin thefinal
set sincethey may be necessaryasfiller particlesto completea
decompositionwhich doesnot divide exactly into largerparticles.
Thealgorithmis describedconciselyby thefollowing steps:

1. Initialisation:/103254/ decompose words into 0 -phone particles/ compute leaving-one-out log-likelihood of
training data

2. 032)07684
3. Iterate 9 0 -phone candidate particles :<;&=?> :/ ‘insert’ particle :<;&=@> in all words A/ compute change in training set leaving-one-

out log-likelihood/ ‘remove’ particle :<;&=@> from all words A
4. Insert best 0 -phone particle into B and perma-

nently in all words
5. If desired number of particles obtained then termi-

nate
6. If no particles remaining then terminate
7. If improvement goto step 3, else goto step 2

Eachiteration involves a searchover a set of particlesof a
fixed length C phones,at the endof which the particle that gave
the greatestincreasein leaving-one-outlog-likelihood is perma-
nentlyaddedto thefinal setof particles.Theleaving-one-outlog-
likelihoodof the training datacomputedusinga particlebigram
languagemodelis givenby:
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into
its constituentparticlesand .WV is thetotal numberof particlesin
the text whenall wordshave beendecomposed.All particleuni-
gramandbigramcountswerediscountedusingabsolutediscount-
ing. Backed-off probabilityestimatesarenecessaryfor eventsthat
only appearoncein thetrainingdata.

Thebestparticlefrom theinnerloop in thealgorithmabove is
chosento betheparticlethatgivesthegreatestincreasein leaving-
one-outlog-likelihoodandfor which the increaseis greaterthan
somethresholdvalue. The thresholdvaluecanbe usedto deter-
mine the numberof particlesthatendup in the final setof parti-
cles.

Theorderin which particlesareselectedaffectstheselection
of all subsequentparticles.Sincethealgorithmonly acceptscon-
figurationswhichresultin anincreasein theoptimisationfunction,
thealgorithmis guaranteedto converge,however dueto its greedy
natureit is only likely to find a locally optimal solution. In these
experimentsthealgorithmis only usedto determinea setof parti-
clesup to somemaximumsize CLXUY�Z .



3.3. Particle-based Acoustic Modeling

The acoustictraining followed the approachcommonlyusedin
largevocabulary speechrecognizers[6]: Monophoneor Context-
Independent(CI) training startingfrom flat distributions,unclus-
teredstateContext-Dependent(CD) triphonetrainingstartingfrom
clonedCI models,CART basedtreeclusteringof unclusteredstates,
andfinally mappingof eachunclusteredtriphonestatesequence
into clusteredstatesfollowed by several iterationsof the Baum
Welchalgorithmincreasingthe numberof learnedGaussiansper
clusteredstate.

TheHMM architectureof our systemis basedon threestates
per triphonewith self transitionsandtransitionsto thenext state,
39phoneunitsand10filler modelstocoverspurioussounds,156,000
possibletriphones,6,000clusteredstates,and 16 Gaussiansper
state.

Oneadvantageof a word boundaryparticlerecognizeris the
reducedvocabularysize.Unlikewordbasedlargevocabularyspeech
recognitionsystems,wheretrainingandtestingvocabularysetsare
oftendifferent,our particlebasedsystemusesa fixedvocabulary
of 8155particles.This smallvocabulary makesrecognitionfaster
by reducingthesearchspace.

4. RECOVERING WORDS FROM PARTICLES

4.1. Expanding word hypothesis from particles

Theparticlesoutputby theparticlespeechrecognizeraredecom-
posedinto a sequenceof correspondingphones.As word bound-
ariesareknown andlabelled,eachhypothesizedword is now de-
scribedasa phonestring. Eachphonestring is thencomparedto
every word of thevocabulary usinga pronunciationdistancemet-
ric.

Computingthis metricusesa standardstringalignmentalgo-
rithm. Theinsertion,deletion,andsubstitutioncostsareobtained
from a pre-computedphoneconfusionmatrix. In additionto the
matchingcost,a lengthpenaltyis applied. This is computedby
evaluatingthephonestringlengthdifferencebetweenthedecoded
phonestringandthepronunciationfrom thedictionary. Theword
pronunciationdistanceis thenusedto sort the whole vocabulary,
themostlikely word beingplacedat thetopof thelist [7, 8].

The phoneconfusionmatrix usedto computethe word dis-
tancemetric wastrainedusingtheTIMIT corpus,a collectionof
6,300short, hand-labeledutterances.Training consistedof run-
ningphonerecognitiononall utterances,thenaligningthehypoth-
esizedresultswith thehandlabelledtranscriptions.Thealignment
routineusedthesamecostfor deletion,insertion,andsubstitution,
regardlessof thephonesinvolved.Alternativeapproachesarepos-
siblefor trainingtheconfusionmatrix, includingtheuseof phone
classification,EM, or geneticalgorithms.

4.2. Re-decoding with word language models

The expandedword list for eachphonestring forms a lattice of
words along time. Eachword frame containsthe n-bestwords
sortedby thewordpronunciationdistanceasdescribedpreviously.
By construction,all wordswithin the sameframehave the same
time boundaries.A standardstackdecoderis usedto computethe
mostlikely sequenceof wordsthroughthelattice[6].

Thebestscorecomputedat every stepof thesearchcombines
the pronunciationscoreaspreviously described,andan . -gram
wordprobability. For everywordof thelattice,a look-aheadscore

is pre-computedthatwill provide anupperboundvalueof theex-
pectedscoreat theendof theword sequencefrom thatword cell.
Thesumof thebestscoreandlook-aheadscoresis usedasa key
for insertinganactive word latticecell into a sortedlist of active
cells,or stack.At every stepof thesearch,theword cell with the
highestscoreis poppedoff the stack,andscoredagainstall the
possiblenext wordsof the next frame. To make thesearchmore
tractable,only thetop100activepathswithin eachframearekept.
Whenthelastframeis scored,themostlikely sequenceof words,
or bestpaththroughthelattice,is returned.

Thedepthof the latticedependson how many wordsareex-
pandedper word phonestring. Sincea very large vocabulary of
over250kwordsisused,experimentsshowedthatatleast10words
neededto begeneratedfor eachword phonestring to accountfor
wordsthataremis-spelledin thedictionarythathavethesamepro-
nunciation.

5. EXPERIMENTAL WORK

Speechrecognitionexperimentswereperformedonboththe1997
and 1998 DARPA HUB4 evaluationsetsusing both a particle-
basedanda word-basedspeechrecognizer.

The languagemodeltrainingdatausedfor determiningparti-
clesandalsoto build the languagemodelsfor both the particle-
basedandword-basedrecognizerscomprisedaround160million
words of broadcastnews texts from the 1996 HUB4 evaluation
provided by the LDC. The particleselectionalgorithmdescribed
in Section3.2,wasusedto select8155particleswith C[XUY�Z �
\

. A
Katz back-off particletrigram languagemodelwasbuilt thathad
8.7 million . -gram parameters.A Katz back-off word bigram
modelcontaining8.3million . -gramparametersanda worduni-
grammodelwerealsobuilt. Thetop65,000wordsin thelanguage
modeltrainingwereusedfor thevocabulary.

Thesameacoustictrainingdatawasusedto build theacoustic
modelsfor both theparticle-basedandword-basedspeechrecog-
nizers. Three-statetriphoneacousticmodelswith 16 Gaussians
perstateweretrainedseparatelyfor eachrecognizerusingthe62
hoursof HUB4 1996acoustictrainingdataprovidedby theLDC.
Thestateswerethentree-clusteredinto 6000tiedstates.

Theword expansionandre-decodinguseda word dictionary
of 250kwordsasdid thewordunigramandbigramlanguagemod-
elswhich had250kand9.2million parametersrespectively. Each
particlesequencebetweenwordboundarieswasexpandedinto 200
confusablewordsin theword graph.

The word error ratesobtainedwhen the particle hypothesis
wasdecodedinto wordsiscomparedagainstthewordbigramspeech
decoderoutputin Table1.

Word WER%
System . -gram 1997 1998
Particle 1 33.2 30.7
Particle 2 31.6 28.6
Word 2 28.7 26.4

Table 1. Word error rate of word bigram decodingsand parti-
cledecodingsrecoveredusingwordunigramandbigramlanguage
modelson theDARPA HUB4 97 and98 evaluationsets.

It wasfoundthattheword bigramre-decodingusingthe250k
vocabularyof theone-bestparticlehypothesisonthe1997datare-



covered18OOV words(i.e.wordsoutsidetheworddecoder’s65k
vocabulary) of which therewere12 uniquewords. In the31,532
wordsof the evaluationreferencefile therewere89 OOV words
thatcouldpotentiallyhave beenrecognizedwith the250kdictio-
naryof which 60 wereunique.This representsa 20%recovery of
previously OOV words.

An additionaladvantageof particle speechrecognitionwas
found to be its speed. Using a particle trigram was found to be
threetimesfasterthandecodingusinga wordbigram.

6. DISCUSSION

Thepreliminaryexperimentalresultsshow thatour approachstill
performswell althoughthe decodinghasbeensplit into several
stagesfor functionalandperformancereasons.First,ourapproach
allows the recovery of OOV wordswithout rescoringthe acous-
tic models. Second,the final word decodingstagecanbe easily
performedwith specializeddictionarieson theparticle-basedrep-
resentationwhich is very compact.

Theexperimentsreportedin thispaperrepresentveryprelimi-
nary results. No efforts have beenmadeto optimizeparameters
in the multiple modulesthat composeour vocabulary indepen-
dentspeechrecognizer. For example,the languageweight in the
particle-basedrecognizerhasnotbeenfine tuned.Similarly, alter-
natepronunciationsfor particleshave notbeeninvestigated.

Theparticlebuilding procedureis alsovery preliminary. For
example,no effort hasbeenmadeto guaranteesomepoorly pro-
nouncedandyet commonwordssuchasfunctionwords(”THE”,
”BUT”...) aremodelledwith their own particles.

The phoneticconfusionmatrix hasalsobeenderived from a
differentcorpus.Ideally, wewould like to useasimilar corpusfor
theconstructionof this matrix.

Finally, becausewe areusinga latticewhereall wordswithin
thesameframehavethesametimeboundariesweareseverelylim-
iting thefinal stackdecodersearch.In particular, we do not allow
worddeletionsnor word insertions.Betterresultscanprobablybe
obtainedby usingtheparticlelatticeasinput to theword decoder,
ratherthanthemostlikely particlesequence.

Our analysisof the OOV shows thatwe canrecover closeto
20%of theOOV words. This is doneat a reducedcomputational
costascomparedwith a full acousticworddecode.

7. CONCLUSION AND FUTURE WORK

Wehaveshown thataparticle-basedrecognizercangivecompara-
bleword errorratesto a conventionalword-basedrecognizer. Our
methodhasthe potentialof greatlyreducingthe processingtime
of largecorpora.Whennew wordsappearour approachallows a
simplere-processingof previousacousticparticledecodes.It also
makes feasiblethe useof extremely large vocabulariessincewe
only re-scorea particlebasedinput.

In the future we plan to addressthe shortcomingsof this ap-
proach. We will explore the useof alternatepronunciations.We
will alsopaymoreattentionto theparticleselectionprocedureand
will explore the useof longercontext word languagemodels(6-
grams)usingthewordstackdecoder.

Finally, we planto explore theuseof this approachfor audio
indexing of very large corpora. One major limitation of word-
basedindexing is OOV querywords.Sincere-processingtheaudio
of whole corporais infeasible,our approachwould allow us to
performword decodingwith specializedvocabulariesat low cost.
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