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ABSTRACT

We have developed a speechrecognition basedaudio search
engine for indexing spoken documentsfound on the World
Wide Web. Our site (http://www.compaq.com/speechbot)in-
dexesaround20newsandtalk radioshowscoveringawiderange
of topics,speakingstylesandacousticconditionsfrom aselection
of public Websiteswith multimediaarchives. In this paper, we
describeour systemandits performance,focusingon thespeech
recognitionandretrieval aspects.Wedescribeourtrainingproce-
durein somedetail andreportour historicalerror ratesincethe
sitelaunch.We alsoinvestigatetheimpactof Out Of Vocabulary
(OOV) words. Finally we report the resultsof retrieval experi-
mentswhichdemonstratethatoursystemcanindex effectively.

1. INTRODUCTION

In recentyears,muchresearchin thespeechrecognitioncommu-
nity hasfocusedon broadcastnews tasks.This hasled to many
advancesbut now is thetimeto moveawayfrom suchconstrained
studiesandlook at morereal-world applications.At Cambridge
ResearchLaboratory, we have developedanaudiosearchengine
which indexesspokendocumentsfoundon theWorld Wide Web
[11]. Our currentsite indexes a numberof news and talk ra-
dio shows from a selectionof public Websiteswith multimedia
archives. Speechrecognitiontechnologyis the key to indexing
theseshows asin mostcasesa transcriptionis notavailable.

Comparedto the more ‘sanitized’ data used in the Broadcast
News evaluations,found audioon the web is both acoustically
and linguistically more challengingto transcribe. The radio
showswe index coverawiderangeof topicsandspeakingstyles.
The audio from theseshows suffers in acousticquality due to
bandwidthlimitations, coding, compression,and poor acoustic
conditions.Regardless,we show we canachieve accuracy satis-
factoryfor indexing audiofrom theWeb.

A numberof othergroupshave alsobuilt indexing systemsbased
on speechrecognition(e.g. [12], [3], [5], [1]). We differ from
theseprojectsin several ways. First, we fetch our audiodocu-
mentsdirectly from theWeb. Second,we do not retaintheorig-
inal contentbut ratherkeeponly a link to theindexeddocument,
similar to traditionalsearchengines.Finally, our systemis de-
signedto scaleondemand.

The purposeof this paperis to describeour systemandits per-
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Figure 1: Overall architectureof thesystem

formance,focusingin particularon the speechrecognitionand
retrieval aspects.We begin by describingthe main components
of our indexing system. Next, we describethe speechrecogni-
tion modulein somedetail andpresentthehistoricalword error
ratessincethesystemlaunch. We alsoinvestigatethe impactof
thestaticdictionaryandlanguagemodelwe arecurrentlyusing.
Finally, we reportthe resultsof retrieval experiments,giving an
ultimateperformancemetricfor our system,andpresentsugges-
tionsfor futurework

2. THE SPEECHBOT SYSTEM

SpeechBot(www.compaq.com/speechbot)[11] is apublicsearch
systemsimilarto AltaVistawhichindexesaudiofrom publicWeb
sitessuchasBroadcast.com,NPR.org, Pseudo.comandInternet-
News.com.Theindex is updateddaily astheaudioof new shows
is archivedon theWeb. As of June2000,our index servesabout
5000hoursof audio,growing at therateof about100additional
hoursperweek. We do not retainthis contenthowever for both
copyright andstoragespacereasons.ThusourWebsiteis similar
in spirit to otherWeb searchsitesasit containsan index rather
thantheactualmultimediacontent.

Our indexing systemconsistsof the following modules: the
transcoders,thespeechdecoders,the librariandatabase,andthe
indexer asshown in Figure1. We briefly describeeachof these
componentsin thefollowing sections.



2.1. Transcoders

Thetranscodersfetchanddecodevideoandaudiofiles from the
Internet.For eachdocument,they obtainbothmeta-data(suchas
thesamplerateanddocumenttitle) andtheraw audio.Typically
the raw audiois RealAudiocompressedat 6.5 kbps. This audio
is downloadedto a temporarylocal repositoryandconvertedto
8kHz PCMwav format.

2.2. Speech Decoders

For speechrecognition,weuseCompaq’s Calistasystem.This is
a largevocabulary continuousspeechrecognitionpackagewhich
usesstandardHiddenMarkov Model (HMM) technology. Cal-
istayieldsanerror rateof about20%on a singlepasssearchon
the 1998 ARPA HUB4 evaluationcorpora[7] with an average
computationalloadof 6 timesrealtime on a CompaqDS20EV6
Alpha processorrunning at 500 MHz. The productionsystem
consistsof a farmof 30 CompaqdualPentiumII/IIIs (450MHz
and600MHz) with 256Mb RAM runningLinux 6.0. We shall
discussthe speechrecognitionsystemin moredetail in Section
3. Whenthetranscriptionis available,we canreplacethespeech
recognitionmodulewith analignermodule.

2.3. Librarian

Thelibrarianmanagestheworkflow of thetasksrequiredto index
documents.Eachregisteredprocessof theworkflow cansenda
requestto the librarian for work to beperformed.This includes
taskssuchasspeechdecoding,text/audioalignmentor insertion
into theindex. Thiscentralizedmodelleadsto arobustdistributed
architecturewhich canscaleondemand.

2.4. Indexer

The indexer modulecatalogsthe documentsbasedon the tran-
scriptionproducedby the speechdecoderusinga modifiedver-
sionof theAltaVistaqueryengine[2]. While theoriginalversion
of the indexer returnsthedocumentcontainingthequerywords,
ourmodifiedversionreturnsmultiple hitsperdocuments,onehit
for every locationin thedocumentthatmatchesthequery.

Our rankingalgorithmscoresdocumentsusinga termfrequency
inversedocumentfrequency metric [8], combinedwith scores
basedon theproximity of queryterms.Theproximity biashelps
to retrieve documentswith a multi-wordquerystring.

3. SPEECH RECOGNITION
PERFORMANCE

In this sectionwe describethe trainingprocedurefor our speech
recognitionsystemandinvestigateits performance.We seethat
the error ratesobtainedfall far shortof the standardBroadcast
News benchmarksdueto theadversenatureof theaudio. How-
ever, the primary metric for judging the performanceof our in-
dexing systemis informationretrieval results.As notedby others
(e.g. [4]) anddemonstratedin Section4, it is still possibleto ob-
tain goodretrieval performancedespitepoorerrorrates.In addi-
tion, asnotedin Section4, evenif perfecttranscriptionscouldbe
obtained,errorsin retrieval dueto for exampleword ambiguities

would still occur. Nevertheless,high error ratesare still unde-
sirablesincethey do impact retrieval performance.Also better
recognitionrateswould improve thequality of our userinterface
whichdisplaystherecognizedtranscripts.

3.1. System Details

Calistais a standardHMM-basedspeechrecognizer. It uses3-
emitting-stateGaussianmixtureHMMs to modeltriphones.The
modelsaretrainedin thefollowing (verystandard)manner. First
49context-independentphonemeswith 1 Gaussianmixturecom-
ponentperstatearetrained,startingfrom ‘flat’ (i.e. equivalent)
models. Thesecontext independentmodelsare then clonedto
give triphonemodelswhich are prunedso the total numberof
statesis 6000. Startingfrom these6000-statemodels,succes-
sive iterationsof Baum-Welch training andmixture splitting re-
sult in modelscontainingup to 16Gaussianmixturecomponents
perstate.

WetrainouracousticmodelsonMFCCcepstralcoefficientsaug-
mentedwith delta and accelerationcoefficients generatedfrom
around100hoursof the 1997and1998BroadcastNews corpus
providedbyLDC [10]. To morecloselymatchtheaudioto berec-
ognized,we usea modifiedversionof thetrainingcorpuswhich
hasbeenencodedusingtheRealAudio encoderanddecodedto
to a samplingrateof 8kHz. We have previously shown that the
useof theseRealAudio acousticmodelsdecreasesthe absolute
errorrateof a5 hourtestsetby around10%absolutefrom 60.5%
to 49.6%for a 16 mixturecomponentGaussiansystem[11].

In conjunctionwith theseacousticmodels,we usea standardtri-
gramlanguagemodeltrainedusingtheDARPA broadcastnews
HUB41997and1998text corporaaugmentedwith additionaltext
from News.com.It containsa vocabulary of 64000words,corre-
spondingto 4 million bigramsand15 million trigrams.

For speedreasons,we run a single passdecoderwith no addi-
tional adaptationand8 mixture componentsper Gaussian.Ex-
perimentsdetailingourspeed/accuracy tradeoffs aredescribedin
[11]. We usea very simplebut robust segmentationtechnique,
breakingtheaudiointo 35ssegmentswhichareoverlappedby 5s.
We thenreconstructthe transcriptsby joining segmentstogether
at theoverlap.

3.2. Recognition Performance Over Time

SinceNovember1999, we have beenmonitoring the error rate
of our systemby collectingandtranscribingan hour’s worth of
contentat 2-3 week intervals. Thesetest setseachconsistof
4x15 minute segmentsrandomly selectedfrom approximately
oneweek’s worth of content(accordingto how muchaudiowas
available due to disk limitations). We take this ‘sampling’ ap-
proachto monitoring the performanceof our systemsincere-
sourcerestrictionsprevent us from transcribingall 5000 hours
of ourcontent.

Figure2 shows the error ratefor the seriesof 15 testsetstested
by our productionsystem(i.e. a onepassdecoderwith 8 Gaus-
sianmixturecomponentsperstate).We seethatwhile therehave
beensomefluctuations,the error rate hasremainedaroundthe
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Figure 2: Error rateof 15 1 hour testsetscollectedat 2-3 week
intervalsfrom November1999to June2000
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Figure 3: Error rateof 15 testsetsasa functionof OOV rate

55% mark since the systemlaunch. The fluctuationsare due
in part to the high variability and large amountof the content
vs the comparatively small sizeof the test sets. The error rate
is clearly muchhigher than typical BroadcastNews error rates
(around20%). However, aswe shallseein Section4 this perfor-
manceis sufficient for indexing.

3.3. Impact of the Static Dictionary

To date,Speechbothasbeenrunningwith a 64000word dictio-
nary andlanguagemodelbuilt in late 1999. However, many of
theshows weindex aretopicalnewsprograms.Over timeasnew
topicsreplaceold, we expectthevocabulary to change.

Figure3 shows theword error rateof the15 testsetsvs theOut
Of Vocabulary (OOV) rate.Weseefrom thisfigurethatourOOV
rate is very low andonly looselycorrelatedwith the error rate.
To investigatethe effect of OOV errors,we conductedan artifi-
cial experimentwherewe found theOOV wordsfor several test
setsandinsertedtheseinto the vocabulary. We thenrebuilt the
languagemodelanddictionaryandreranthe recognitionexper-
iment for eachset. Although aroundhalf the OOV wordswere
not found in the languagemodeltraining text andthereforehad
very low languagemodelprobabilities,thisexperimentstill gives
a feel for the improvementwe could expect if appropriatetexts

containingtheOOV wordswereavailable.

Table1 shows theresultof thisexperiment.Weseethatsinceour
OOV rateis solow, improving it will haveonly aminorimpacton
our recognitionperformance.Thereforeit is likely thatotherfac-
tors suchasacousticmismatch,pronunciationinaccuraciesand
languagemodelmismatcharethemaincontributorsto our error
rate.Futurework will thereforefocuson theseareas.

Test Set OOV Rate Error Rate

12-3-1999 1.3% 57.1%
0.0% 56.7%

2-24-2000 1.4% 48.6%
0.0% 48.4%

5-2-2000 1.2% 63.6%
0.0% 63.5%

Table 1: Impactof reducingOOV ratesfor thetestsetswith the
worstOOV rates.

4. RETRIEVAL PERFORMANCE

In thissection,wedescribetheresultsof informationretrieval ex-
perimentsandadditionallyinvestigatethenumberof OOV words
in userqueries.

Weevaluatedasetof 50queriesonanindex of 4188hoursof con-
tent,representing4695programs.Thequerieswereselectedfrom
the list of the100mostfrequentlysubmittedqueriesto thepub-
lic site sinceits launch. Thewordswereselectedsuchthat they
coveralargevarietyof topics,varyinglengthof words(phoneme-
wise),andvarying typesof wordssuchasacronyms andproper
nouns.Noneof thequeriesselectedwereOOV.

Theaverageretrieval precisionresultsareshown in Table2. We
report the standardretrieval precision  given by ��������
where � is the numberof relevant documentsand � is the to-
tal numberof documentsretrieved [8]. We report results for
�������������! #"%$&� . That is, we only considerthe first 5, 10
and20 returnedshows sinceuserstendto only look at the first
coupleof pagesof retrievedresults[9].

Number of Documents Average Precision

5 87.8%
10 83.9%
20 77.5%

Table 2: Averageretrieval precisionfor thetop5, 10and20doc-
uments.

From this tablewe seethat our systemhasusableperformance.
Examinationof thenon-relevantdocumentsreturnedshowedthat
errorsweredueto two mainreasons.First, insertionor substitu-
tion recognitionerrorscausequerywordsto appearerroneously
in thetranscripts.Thiswasthecauseof abouthalf theerrors.The
secondmain causeof error is when the query words are men-
tioned out-of-context, or when they are inherentlyambiguous.
For example,the query AIDS returnedmany documentswhich
talkedaboutaids meaninghelps ratherthana disease.



The retrieval performanceof our systemis betterthanexpected
consideringtheaccuracy of thespeechdecoder. We believe this
is for several reasons.First, the querywordsareoften repeated
severaltimesduringashow andarethusmorelikely to berecog-
nized. Second,the speechrecognizertendsto make fewer mis-
takeson keywordssincetheseareonaveragelonger.

4.1. OOV Rates of Queries

The above experimentis somewhat artificial sincenoneof the
querywordswereOOV. In fact,asshown in Table3, a largepro-
portionof thequerywordsare OOV. This tableshows resultsfor
all queriesreceivedsincethe launchof thesite. Thefirst line of
this tableshows OOV resultsfor thedictionaryusedin our pro-
ductionsystem.We show both the averagepercentageof OOV
wordsperqueryandtheaverageOOV rateoverall.

Vocabulary Average OOV Weighted
derived from rate per Query OOV

Broadcastnews dictionary 16.0% 12.6%
As above + transcriptwords 15.8% 12.4%

Table 3: AverageOOV Rateper QueryandWeightedOOV for
variousvocabularies

TheseOOV querywordsfall into severalcategories:
' company andpropernames' wordswith text normalizationerrors(mostlyacronyms)' foreignor misspeltwords' wordsusingwildcardsor otherunsupportedquerysyntax' otherwords(e.g.rarewords,rudewords)

While we could improve our text normalizationand refine our
userinterfaceto disallow unsupportedquerysyntaxandperhaps
catchmisspellings,increasingthevocabulary to includetheother
OOV words is more challenging. The secondline of Table 3
shows OOV percentagesif thevocabulary is increasedto include
all new words in the 15 hoursof transcriptswe have available.
We seethis hasonly a minor impacton thepercentagessincethe
amountof transcribeddataavailableis comparatively small.One
issueraisedis how many of theOOV wordsareactuallyrelevant
to our index. Without ground-truthtranscriptsthis is impossible
to answer. However, we believe thatby refiningour index to in-
cludecategoriesof wordswe may be able to provide our users
with a richerexperience.Anotherapproachis to investigatesub-
word basedretrieval which doesnot needa dictionary(e.g. [6]).
Theuseof thesemethodsis thesubjectof ongoingwork.

5. CONCLUSIONS

In this paperwehave describeda novel speechrecognitionbased
audioindexing systemwhichenablesusersto searchspokendoc-
umentsfoundon theWorld WideWeb. We have describeda new
methodologybasedon samplingto measure the performanceof
our systemwhenthe sizeof the index is extremely large, more
than5000hoursof audioandvideocontent,andwhentheground
truth is not readily available. We have shown that althoughour
word recognitionerrorratesarefairly high (around55%)we are
still ableto createa highly usableindex.

A majorportionof this paperhasinvestigatedtheeffect of OOV
wordson the systemperformance.Surprisingly, we found that
OOV wordshave little impacton theerrorrateof thespeechrec-
ognizer. We have alsofoundthatcontraryto commonbelief, the
OOV ratehasnot changedgreatlyover the 8 monthsperiod in
which thesitehasbeenactive.

We have also investigatedthe OOV of userqueries. We have
foundthis OOV (12%)to beconsiderablyhigherthanthespeech
recognitionOOV. Clearlymorework is neededto investigatethe
implicationsof this high rate. This rate could be improved by
alteringour text normalizationanduserinterface. Futurework
will also focus on minimizing the effect of OOV query words
by investigatingindexing wordcategoriesand/orperformingsub-
word basedretrieval. Thelattershouldalsoalleviatetheproblem
of OOV wordsin thespeechrecognitionmodule.
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