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About This Guide

This section defines the audience of the guide and describes its contents and structure.
In addition, this section identifies the conventions used in the guide and provides a list of
related documents.

The StorageWorks RAID Array 230/Plus Subsystem RAID Configuration
Utility User’s Guide

This guide describes tHRAID Configuration Utility(RCU)and how to use it to
configure and maintain StorageWorks RAID Array 230/Plus Subsystems.

Intended Audience

This guide is for system administrators and users who need to configure and
maintain RAID Array 230/Plus Subsystems with R@U.

Organization
This guide contains the following:
Chapter 1: RAID Configuration Utility
The chapter provides:

- A procedure for energizing and de-energizing the host computer and storage
enclosures,

- Procedures for invoking tfRCU on Intel-Based, and Alpha-Based systems,
- The function of theRCU’scommand line options and how to use them,

- A procedure for selecting a specific StorageWorks RAID Array 230/Plus
Subsystem controller, also known as a KZPAC controller, when the host
system has multiple KZPAC controllers installed,

- General information for navigating through tREU screens,
- A procedure for exiting thRCU,

- A brief description of th&CU’s main menu selections, and
- Procedures for setting the KZPAC controller parameters.

AA-RO7GA-TE Xi
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Chapter 2: Configuring RAID Array

This chapter provides:

Information on planning your disk configuration;

A description of the automatic configuration method with the two
requirements which must be satisfied to use it, and the three major steps
required to implement it;

A description of the interactive/manual configuration method with a listing of
its four advantages over the automatic method, and a listing of the five major
steps (two of them optional) used to implement it;

The procedure for configuring automatically; and
The procedure for configuring interactively/manually.

Chapter 3: Maintaining RAID Array
This chapter provides:

A procedure for checking and repairing parity on logical drives with redundant
RAID levels,

Procedures for recreating (rebuilding) a failed drive’s data on a replacement
drive if the failed drive is part of a configuration with a redundant RAID level,
and

Procedures for using each of the eight options in the Tools window.

Appendix A: Downloading New Controller Firmware

This appendix documents the firmware downloading function.

Xii
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About This Guide

Conventions

NOTE

The RCU and this document use the term ‘MB' or
'megabyte’ to mean 220 or 1,048,576 bytes. The
RCU reports only the formatted capacity.

This guide uses the following conventions:

Style Meaning

boldface mono-space To be input by the user

type

plain mono-space Screen text

type

italic type For emphasis, manual titles, utilities,
menus, screens, and filenames

Special Notices

This guide uses the following to emphasize specific information.

WARNING
WARNING indicates the presence of a hazard that

can cause personal injury if the hazard is not
avoided.

CAUTION

CAUTION indicates the presence of a hazard that
might damage hardware or corrupt software.

NOTE

Notes provide additional information.

AA-RO7GA-TE
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Related Documentation

The table below identifies related documentation by title and order number.

Document Title

Order Number

RAID Array 230/Plus Subsystem Installation Guide | AA—-RO7FA-TE
RAID Array 230/Plus Subsystem RAID AA-RO7GA-TE
Configuration Utility User’s Guide

RAID Array 230/Plus Release Notes AA-ROEX-TE

(x = latest revision letter)
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1

RAID Configuration Utility

This chapter provides: a procedure for energizing and de-energizing the host computer
and storage enclosures, procedures for invoking the RAID Configuration Utility (RCU) on
Intel-Based, and Alpha-Based systems, the function of the RCU’s command line options
and how to use them, a procedure for selecting a specific StorageWorks RAID Array
230/Plus Subsystem controller, also known as a KZPAC controller, when the host
system has multiple KZPAC controllers installed, general information for navigating
through the RCU screens, a procedure for exiting the RCU, a brief description of the
RCU’s main menu selections, and procedures for setting the KZPAC controller
parameters. The StorageWorks RAID Array 230/Plus Subsystem RAID Configuration
Utility supports a maximum of four RAID Array 200 devices.

NOTE

Always read the Release Notes, supplied as hard
copy with the KZPAC controller, to get information
not included in other RAID Array 230/Plus
documentation.

1.1 Energizing/De-Energizing Host System and Storage Enclosures

The order in which you turn-on and -off your computer and storage enclosures is
critical. If the KZPAC controller can not access the drives in your storage
enclosures, it marks the drives as failed, and the RAID array subsystem won’t
operate. To avoid the KZPAC controller trying to access the drives with the
storage enclosure turned off, power-on and off your computer and storage
enclosures in the following order:

Energizing

1. Storage enclosurdisst

2. Systensecond
De-Energizing

1. Systenfirst

2. Storage enclosuregcond

AA-RO7GA-TE 1-1
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If the RAID array subsystem fails because you make an error when energizing or
de-energizing the computer or storage enclosures, you must change any drives
that are in the failedLD) state into the optimalOPT) state. (Use th#ake

Optimal selection in th& oolswindow.)

1.2 Invoking RAID Configuration Utility

1.2.1 Intel-Based Systems

To invoke theRAID Configuration Utilityon an Intel system:
1. Insert StorageWorks RAID Array 230/Plus Software RAID Configuration
Utility for Intel Systems diskette in your floppy drive.

2. Boot computer so it starts from floppy drive.
3. Take this opportunity to read the release notes.
- At the following prompt:
Press a key to read the RAID Array 230/Plus
Utilities Release Notes
Or type Ctrl-C to quit to the MS-DOS prompt
Press any key to continue . . .
- Press <space bar> (or any key) to read release notes. Or press Ctrl and C
keys simultaneously to bypass release notes and continue with next step.
4. Screen displays prompA:\RA200RCU>
After prompt type: RA200RCU

6. Press EnteRCU checks drives, then displaifain Menuas shown in
Figure 1-1.

o

1.2.2 Alpha-Based Systems

NOTE

Take this opportunity to review the release notes
for Alpha-Based systems, fully identified under
Related Documentation in the About This Guide
section.

To invoke theRCU on Alpha systems:

1. Invoke ARC console menu shown in Figure 1-2. Consult your Alpha-Based
system documentation for this procedure.

1-2 AA-RO7GA-TE



Chapter 1. RAID Configuration Utility

Figure 1-1 Main Menu of RAID Configuration Utility

Main Menu

01, ViewsUpdate Configuratiom

0Z. Automatic Configuratiom
03. New Configuration

04. Initialize Logical Drive
05. Parity Check

06. Rebuild

07. Tools

08. Select Controller

09. Controller Setup

Choose this option to create, modify, and view physical
drive groups, logical drives, and hot spare drive
assignments.

Uze Cursor keys for szelection, press <ENTER> to select, <ESC> to Quit

Figure 1-2 ARC Console for Alpha-Based System

ARC Multiboot Alpha AXP Version 4.31
Copyright (c) 1993-1995 Microsoft Corporation
Copyright (c) 1993-1995 Digital Equipment
Corporation

Boot Menu
Boot Windows NT
Boot an alternate operating system
Run a program
Supplementary menu ...

Use the arrow keys to select, then press Enter.

2. Insert StorageWorks RAID Array 230/Plus Software RAID Configuration
Utility for Alpha Systems diskette into your floppy drive.

3. SelectRun a progranoption from AlphaBoot menuSystem displays
Program to run:prompt.

AA-RO7GA-TE 1-3
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4. After Program to run:type: A:RA200RCU

5. Press Enter. RCU checks drives, then displays Main Menu as shown in
Figure 1-1.

1.3 Invoking Serial RCU on Alpha-Based Systems
If you have:
- A Vitxxx terminal, and
- A serial connection to the host system,
you can still run th&AID Configuration Utilityfrom the ARC console. Prepare
as follows:
- Set up your system for serial mode as explained in your system manual.
- Set to No Cursor mode.
- Set to Vixxx Mode, 8-bit controls.
Then:

1. Invoke ARC console menu shown in Figure 1-2. Consult your Alpha-Based
system documentation for this procedure.

2. Insert StorageWorks RAID Array 230/Plus Software RAID Configuration
Utility for Alpha Systems diskette into your floppy drive.

3. SelecRun a progranoption from AlphaBoot menuSystem displays
Program to run:prompt.

NOTE

When the RCU starts in the following steps, and
prompts you to press the ESC key to continue,
use Ctrl-[ as a simultaneous, two-key
combination, rather than ESC. That is, press
Ctrl and [, at the same time, to invoke the
escape function.

4. After Program to run:type: A\RA200SRL.EXE

5. Press EnteRCU checks drives, then displaifain Menuas shown in
Figure 1-1, above.

1-4 AA-RO7GA-TE



Chapter 1. RAID Configuration Utility

1.4 Command Line Options

1.4.1 Configuration Override Option

TheRAID Configuration Utilityhas an override option which allows the user to
enter the utility without waiting for the drives to timeout in the event of either a
dead logical drive or an unwanted configuration. To use the override option, type
RA200RCU -0 when starting the utility. You can then make failed drives OPT
(optimal) or completely change your RAID configuration. This option should

only be used when using tfi@olsor New Configuratiormenu options of the

RAID configuration utility.

1.4.1.1 Intel-Based Systems

1. Insert StorageWorks RAID Array 230/Plus Software RAID Configuration
Utility for Intel Systems diskette in your floppy drive.

Boot computer so it starts from floppy drive.
Screen displays promp&A:\RA200RCU>
After prompt type:RA200RCU -0

Press Enter.

a s~ WD

1.4.1.2 Alpha-Based Systems

Invoke ARC console menu shown in Figure 1-2. Consult your Alpha-Based
system documentation for this procedure.

2. Insert StorageWorks RAID Array 230/Plus Software RAID Configuration
Utility for Alpha Systems diskette into your floppy drive.

3. SelectRun a progranoption from AlphaBoot menuSystem displays
Program to run:prompt.

4. After Program to run:type:A: RA200RCU -0
5. Press Enter.

AA-RO7GA-TE 1-5
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1.5 Using RAID Configuration Utility

1.5.1 Selecting KZPAC Controller

NOTE

As explained in the paragraph below, the following
KZPAC controller selection procedure applies only
to RAID Array 230/Plus Subsystems with more
than one RAID controller.

With one KZPAC controller installed in the host system RI@J automatically
selects that controller when tReCU is invoked as described above. If there are
two or more KZPAC controllers installed, a controller selection screen displays
when theRCU s invoked, and the user selects the desired controller before
proceeding.

The RCUworks with one KZPAC controller at a time. If you are usingRIGU
in a multiple controller subsystem and wish to select another controller:

- Press Esc successively as required to didgdiayn Menuof RCU.

- Use arrow keys to highligi8elect Controllefrom Main Menuas shown in
Figure 1-3.
- Press Enteto display selection screen as shown in Figure 1-4.

- Use arrow keys to highlight desired KZPAC controller distinguished by slot
number as shown in Figure 1-4.

NOTE

The screen in Figure 1-4 shows a subsystem with
only one KZPAC controller and only one possible
choice. With a multiple KZPAC controller
subsystem, your screen shows two or more
choices.

- Press EntelRCU now works with new controller selection.
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Figure 1-3 Select Controller Function

Main Menu

01. ViewsUpdate Configuration
02. Automatic Configurationm
03. New Configuration

04. Initialize Logical Drive
05. Parity Check

06. Rebuild

07, Tools

D8. Select Controller

09. Controller Setup

Choose this option to select any other controller in
your system for configuration.

Use Cursor keys for =election, press <ENTER» to select, <ESC> to Quit

Figure 1-4 Selection Screen

Select Controller

Controller at slot 1 (F- Uer Z2.60)

Select Controller using cursor keys, press <ENTER>, <ESC> to Previous Menu
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1.5.2 Navigating through RCU Screens

Figure 1-5 explains the elements of the utility screens. Notice that:

- With RCU started, an#lain Menuscreen displayed?CU operation is similar
on both Intel-Based, and Alpha-Based systems.

- You may use arrow keys to highlight desired selection, then press
Enter/Return. Or, type first letter of desired selection, then press Enter/Return.

- Message window in lower part of screen displays brief description of
highlighted option.

Figure 1-5 Elements of RCU Screens

igital Disk Array Controller nf iguration Utilit i 07,26,96

3 Chamnel — 7 Target KZPAC (004 MB) #1 Firmware version Z.60

]
SELECT MAJOR
FUNCTION

0Z. Automatic Configuration
03. New Conf iguration

04. Initialize Logical Drive
05. Parity Check

06. Rebuild

07. Tools

08. Select Controller

09. Controller Setup

Main Menu

Choose this option to create, modify. and view physical
drive groups, logical drives, and hot spare drive
assignments.

Use Cu~sor keys for selection, press <ENTER> to seicct, <ESC> to Quit

DESCRIBES
HIGHLIGHTED
OPTION.

INDICATES VALID KEY

PRESS OPTIONS, AND

WHAT THE KEY WILL DO.
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1.6

1.5.3 How to Exit RCU

« FromMain Meny press Esc once.

- RCUprompts you to confirm you want to exit. Use arrow key to highhggg
+ Press Enter.

Main Menu Selections

Refer to Figure 1-5 for thidain Menuselections of th®AID Configuration

Utility described below. The descriptions given are intended as an overview of
functions you can perform with tHReCU. Detailed procedures are given
elsewhere in this guide.

1.6.1 View/Update Configuration

This selection lets you check the status of a selected KZPAC controller to find
out whether any target SCSI disk drives are connected to it, and if so, whether
those drives are configured into defined drive groups and logical drives. If the
drives are configured/iew/Update Configuratioshows how the drive groups
and logical drives are defined, and also other characteristics such as the RAID
level of logical drives, caching in effect, and the status of each drive, namely:
failed (FLD), formatting (FMT), hot spare (HSP), optimal (OPT), ready (RDY),
unformatted (UNF), and write only (WOL).

In addition,View/Update Configuratiopermits you to modify the existing
configuration, or create a new one if the drives connected to the KZPAC
controller aren’t currently configured into drive groups and logical RAID drives.
TheNew Configuratiorselection in Section 1.6.3, below, is more often used to
create a new configuration thafiew/Update Configuratian

Compare th&/iew/Update Configuratiomwith theNew Configuratiorselection
in Section 1.6.3, below.

1.6.2 Automatic Configuration

The Automatic Configuratiorselection is a quick method of configuring an array
of disk drives if the user is willing to:

- Configure one RAID level 5 logical RAID drive using not less than 3, or more
than 8, drives of the same capacity, or

- Configure up to 8 Just a Bunch of Disks (JBODSs) of any capacity.
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1.6.3 New Configuration

TheNew Configuratiorselection is useful when you know there are target SCSI
disk drives connected to the selected KZPAC controller and you wish to use the
RCUto:

- Define drive groups and logical RAID drives when no configuration exists, or

- Eliminate an existing configuration and replace it with a new one by defining
new drive groups and new logical RAID drives.

TheNew Configuratiorselection eliminates any existing configuration.
Therefore, this selection does not permit you to view or modify an existing
configuration, only eliminate the existing configuration and define a new one.

Compare théew Configuratiorselection with th&/iew/Update Configuration
selection in Section 1.6.1, above.

1.6.4 Initialize Logical Drive

CAUTION
To avoid data loss:

. Do not initialize a logical RAID drive if it has
valid data. Initialization overwrites and
destroys all data.

e After initializing a logical RAID drive, do not
change, or rearrange, the physical drives or
cables. These actions may destroy all data in
the drive group.

Thelnitialize Logical Driveselection enables you to create a starting parity for a
logical RAID drive which has parity, or starting data for a logical RAID drive
which does not have parity. To do this, R€U writes a pattern of zeros to the
logical RAID drive.

1.6.5 Parity Check

Use theParity Checkselection to check parity on logical RAID drives having a
redundant RAID level such as RAID 1, RAID 0+1, and RAID 5 to ensure the
consistency of RAID parity information.
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When you seledParity ChecktheRCUreads the data from the logical RAID
drives and computes the parity for each series of blocks. Any discrepancies
between the computed parity and the parity stored on the drive are indicated.

TheRCUrepairs parity errors, at the option of the user, by regenerating the data.

Check the parity of all your logical RAID drives periodically, and after a power
failure or anRCU crash, to ensure the integrity of parity and reduce the chance
of data loss.

1.6.6 Rebuild

TheRebuildselection allows you to manually rebuild a failed drive’s data onto a
replacement drive after replacing the failed drive. You can rebuild a logical drive
only for configurations with redundant RAID levels 0 + 1, 1, and 5. If a drive

fails in a configuration without a redundant RAID level (RAID 0 or JBOD), you
can't recover data from the failed drive using R@U.

When you define a hot spare drive in a redundant RAID subsystem, and you have
enabled StorageWorks Fault Management, the rebuilding process when a drive
fails is entirely automatic. If you don’t have a hot spare drive defined, rebuilding
occurs automatically as soon as you replace the failed drive. In both cases, a
manual rebuild is unnecessary.

Use theRebuildselection on th&lain Menuof theRCUto manually rebuild a
logical drive if:

* Your storage enclosure doesn't have StorageWorks Fault Management and a
drive fails.

* You manually fail a drive.

1.6.7 Tools

SelectingToolsfrom theMain Menuof theRCU displays theéloolswindow with
eight available options:

Bad Block Table

Error Counts

Format Drive

Make Optimal

Fail Drive

Backup/Restore coig¢onfiguration)
Clear Configuration

© N o g b~ wDdPRE

Print Configuration
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Read the sections below for a brief functional summary of the options on the
Tools menu.

1.6.7.1 Bad Block Table

TheBad Block Tableselection helps you troubleshoot a failed rebuild when a
disk drive fails in a redundant logical RAID drive.

1.6.7.2 Error Counts

TheError Countsselection tracks errors in four categories: parity, soft, hard, and
miscellaneous, which occur on each of the drives. Use it to check the reliability
of each drive by checking on the number, and type, of errors it makes. Replace
unreliable drives.

1.6.7.3 Format Drive

TheFormat Driveselection permits you to perform a SCSI format of disk drives
with a status of failed (FLD) and ready (RDY).

1.6.7.4 Make Optimal

Use theMake Optimalselection to change the status of a drive to optimal (OPT)
when you want the controller to write information to it.

1.6.7.5 Fail Drive

Failing a drive in a RAID 0 or JBOD configuration will result in the loss of all
data. You will need to restore the data from backup media.

Ensure optimal status for all drives in a RAID 1, RAID 0+1, or RAID 5
configuration before failing a drive. Failing a drive in a RAID 1, RAID 0+1, or
RAID 5 configuration with a drive already failed will cause the loss of all data,
and you will need to restore the data from backup media.

1.6.7.6 Backup/Restore Configuration

If your KZPAC controller fails, you will need to load the configuration
information onto the replacement KZPAC controller from a backup copy stored
on diskette. Use thBackup/Restore comsklection for this purpose.

1.6.7.7 Clear Configuration

Use theClear Configurationselection to clear the existing RAID configuration
without immediately creating a new one.

1-12
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1.6.7.8 Print Configuration

Use thePrint Configurationselection to print a hard copy summary of the
existing RAID configuration easily understood by the user.

1.6.8 Select Controller

The RCUworks with one KZPAC controller at a time. Cho@&saect Controller
from theMain Menuof theRCU If you are using th®CU in a multiple
controller subsystem and wish to select another KZPAC controller:

With one KZPAC controller installed in the host system,RIBt automatically
selects that controller when tReCU is invoked as described above. If there are
two or more KZPAC controllers installed, a controller selection screen displays
when theRCU s invoked, and the user selects the desired controller before
proceeding.

1.6.9 Controller Setup

ChooseController Setugrom the Main Menu of th®CU after installing your
KZPAC controller, and prior to configuring your RAID array. When you
highlight Controller Setumand press Enter, tHRCU displays arEdit/View
Parametergmenu which allows you to set the RAID controller: hardware, data,
SCSI transfer, and startup parameters.

1.7 Setting Controller Parameters

After installing your KZPAC controller, and prior to configuring your RAID

array, you must perform a one-time setup to load parameters into the controller
firmware. These parameters help define the controller interface with the disk
drives in the StorageWorks storage pedestals or internal shelves. The controller
parameters establish such characteristics as the speed of data movement (data
transfer rate) between the controller and disk drives; how fast data on a failed
disk drive is restored to a hot spare drive (rebuild rate); and various other one-
time settings which must be selected before configuring the RAID array.

Start theRAID Configuration Utility then set the controller parameters,
beginning with the hardware parameters below.

1.7.1 Hardware Parameters

1. Use up and down arrow keys to highligtantroller Setupption onMain
Menu(Figure 1-1), then press Enter.

2. System displayEdit/View Parametersnenu shown in Figure 1-6.

If necessary, use arrow keys to highliglardware Parameterghen press
Enter.
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4. Hardware Parameterscreen appears, similar to that shown in Figure 1-7,
showing current status &attery-Backum@ndStorageWorks Fault
Managemenoptions.

5. If your KZPAC controller is equipped with battery backup, yBattery-
Backupsetting needs to lenabled if not, leave settin@isabled If you
need to change settings, use arrow keys to highigttery-Backupthen
press Enter to change setting.

Figure 1-6 Edit/View Parameters Menu

1 Disk Array Contr

hanmel - 7 Target K2 04 MB) #1

Edit-View Parameters

ardware Parameters

Data Parameters
SCSI Xfr Parameters
Startup Parameters

Choose this option to view or modify the controller’s
battery-backup OR to enable or disable Storagelorks
fault management.

Uze Cursor keys for selection, press {ENTER> to select, <ESC> to Previous Henu
NOTE

If the KZPAC controller connects to a
StorageWorks enclosure and StorageWorks Fault
Management is enabled in the following step, the
subsystem will support hot swapping for
redundant RAID levels in case of a disk drive
failure.

6. Check StorageWorks Fault Management setting on screen. If your KZPAC
controller connects to StorageWorks enclosure, it supports fault management
and this option should be Enabled. If setting needs to be changed, use arrow
keys to highlight StorageWorks Fault Management, then press Enter to
change setting.
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Figure 1-7 Hardware Parameters Screen

Hardware Parameters

[Battery-Backup Disabled
Storagelorks Fault Management Enabled

Use Cursor keys for selection, press <ENTER> to select, <{ESC> to Previous Menu

7. Press Esc to return to Edit/View Parameters menu.
8. Continue with Section 1.7.2.

1.7.2 Data Parameters

1.7.2.1 Data Parameters KZPAC and KZPSC

Two Data Parametersnust be set. You can no longer set®ead-Aheadption
for the cache as you could with the previous utility. When saving the data
parametersRead-Aheadvill be automatically disabled. The parameters are:

Default rebuild rate— The maximum percentage of time that the controller will
spend on reconstructing data during a rebuild

Stripe size— The amount of data that the RAID controller writes to any drive
before writing to the next drive in the RAID set

Set the data parameters as follows:

1. Use arrow keys to highligitata Parametersption onEdit/View
Parametergmenu and press Enter key.
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o o M~ w

Default rebuild rateof 50 is fastest rate system will rebuild data from failed
drive. If default setting is value you wish to use, continue with next step. If
not, press Enter key and box appears at bottom right corner of screen in
which you can type rebuild rate from 0 — 50. Type in desired value.

Use arrow keys to highligiitripe size (K bytegjption.
Press Enter key to chan§tipe sizevalue.

Press Esc key to returnEdit/View Parametersenu.
Continue with Section 1.7.3.

1.7.2.2 Data Parameters KZESC
ThreeData Parametersnust be set. Parameters which may be set are:

Default rebuild rate— The maximum percentage of time that the controller will
spend on reconstructing data during a rebuild

Stripe size— The amount of data that the RAID controller writes to any drive
before writing to the next drive in the RAID set

Read-Ahead— When enabled, the firmware on the KZESC will pre-fetch data
into the cache on the controller.

Set theData Parameterss follows:

1.

© N o g bk w

Use arrow keys to highligiata Parameter®ption onEdit/View
Parameteramenu and press Enter key.

Default rebuild rateof 50 is fastest rate system will rebuild data from failed
drive. If default setting is value you wish to use, continue with next step. If
not, press Enter key. Box appears at bottom right corner of screen in which
you can type rebuild rate from 0 to 50. Type in desired value.

Use arrow keys to highligl8tripe size (K byteg)ption.
Press Enter key to chan§#ripe sizevalue.

Use arrow keys to highligiRead-Aheadption.

Press Enter key to chanBead-Aheadalue.

Press Esc key to returnEalit/View Parametersnenu.
Continue with Section 1.7.3.

1-16
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1.7.3 SCSI Transfer Parameters

Under theSCSI Xfr Parameten:ienu, you will be able to change the data
transfer rate and command tagging for each SCSI bus individually.

1. Use arrow keys to highligl8CSI Xfr Parametergption onEdit/View
Parametergmenu and press Enter. &Amter Channel #hox appears, similar
to that shown at bottom right of screen in Figure 1-8.

Figure 1-8 Enter Channel # Box at Bottom Right

Edit/View Parameters

Hardware Parameters
Data Parameters

[SCSI Xfr Parameters

Startup Parameters

Choose this option to vieuw or modify the controller’'s
SCSI transfer rate OR to enable or disable SCSI command

queueing.

Enter Channel #

- I

Type a value less than or equal to the default value shoun and press {ENTER>
NOTE

You will need to perform steps 1 through 5 for
each SCSI channel that is used in the array.
2. Enter a channel number of attached controller and press EaQ8t.
Transfer Parameters of Channebgreen appears similar to that shown in
Figure 1-9.
3. If necessary, use arrow keys to highliBlata transfer rate (MHz)Press
Enter to scroll througbata transfer rate(MHz) options. Default value i%0
Mhz which should be used only if you are not using longer than 3-meter
SCSiI cable. Sele& Mhzif you plan to use 6-meter SCSI cable. Select
Asynconly if drives in your subsystem don’t support synchronous operation.
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4. Use arrow keys to highligli@ommand taggingption. Command tagging is
Enabledby default. Command tagging allows controller to queue up to two
commands to each drive. Wi@ommand taggin®isabled controller
queues only one command to each drive. Press Enter to dixahleand
taggingif required.

5. Press Esc to return Etlit/View Parametersienu.

Figure 1-9 SCSI Transfer Parameters of Channel Screen

SCSI Transfer Parameters of Channel 0

Data transfer rate (MHz) Async .
ommand tagging Enabled|

Use Cursor keys for selection, press <ENTER> to select, <ESC> to Previous Menu

6. Repeat steps 1 — 5 to set these parameters for each channel on your
controller.

7. Continue with Section 1.7.4.

1.7.4 Startup Parameters

1. Use arrow keys to highligi8tartup Parametersption onEdit/View
Parametergmenu and press Ent@tart up Parametersienu appears as
shown in Figure 1-10.
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2. Spin up optiorspecifies whether controller starts drives at intervals, or
drives spin up simultaneously on power 8pin up optioris set to
Automaticby default, meaning controller starts drives. If you want drives to
spin up on power up, go to step 3. If you want controller to start drives,
continue with substeps below.

a. Ensure thaBpin up optiorsetting isAutomatic If necessary, use arrow
keys to highlightSpin up optiorand press Enter to chan@a Powerto
Automatic,then continue with next substep.

Figure 1-10 Startup Parameters Menu

tal Disk fArray Controller - Configuration Utility, Version 4.Z23 07/26,96

3 Channel - 7 Target KZPAC (004 MB) #1 Firmware version 2.60

Startup Parameters

Spin up option Automatic
Number of devices per spin 4
Delay (seconds) [

Use Cursor keys for selection, press (ENTER> to select, <E3C> to Previous Menu

b. Use arrow keys to highligitumber of devices per spnd type number
desired. Default value is 2.

c. Use arrow keys to highligidelay (secondsind type number desired.
Default value is 6.

d. Go directly to step 4.
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NOTE

In the following step, the remaining options,
Number of devices per spin and Delay (seconds),
can't be set, and aren’t required, because drives
start immediately when power turns on.

Ensure thaBpin up optiorsetting on screen iBn Power If not, use arrow
keys to highlightSpin up optiorand press Enter to changetomaticto On
Power.

Press Esc to exiEdit/View Parametersnenu appears.
Press Esc again.

If you change settingRCU prompts to save altered controller configuration.
Use arrow keys to highlightes then press Enter amdain Menuappears. If
you make no parameter changélsin Menuappears as soon as you press
Esc.

Press Esc, theRress any key to continuExit screen appears.
Use arrow keys to highligtES then press Enter.

When A: prompt (Intel-Based system) or Boot Menu (Alpha-Based system)
appears, proceed to Chapter 2 to configure RAID array. Don’t remove
diskette from floppy diskette drive.

1-20
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2

Configuring The RAID Array

This chapter provides: information on planning your disk configuration; a description of
the automatic configuration method with the two requirements which must be satisfied to
use it, and the three major steps required to implement it; a description of the
interactive/manual configuration method with a listing of its advantages over the
automatic method, and a listing of the major steps used to implement it; the procedure
for configuring automatically; and the procedure for configuring interactively/manually.

2.1 Planning Disk Configuration

The first step in configuration is planning. When you configure your array, you
allocate your disk drive resources into drive groups and hot spares. You then
create logical RAID drives, which allow your computer to view the combined
disk space of each of the disk drives in the group as a single drive. You
determine how you want to store data on a logical RAID drive by selecting a
RAID level (RAID 0, 1, 0+1, 5, or Just a Bunch of Disks [JBOD]) when you
create it.

2.1.1 Planning Recovery from Disk Failure

One of the major benefits of RAID is the ability to maintain data availability
even in the event of a disk failure. RAID configurations using redundant RAID
levels (RAID 1, RAID 0 + 1, and RAID 5) can sustain the failure of one disk at
any given time. Your RAID Array 230/Plus Series Subsystem recovers from the
failure of a disk by rebuilding the failed disk's data onto a replacement disk. The
RAID subsystem does this using any one of the following methods:

« Hot Spare
« Hot Swap
- Manually rebuilding

Read the following descriptions of the methods for recovering from a disk failure
to help you decide whether to create one or more hot spare drives when you
configure your array.
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NOTE

You can't recover data from a drive that fails in a
configuration with a non-redundant RAID level
(RAID 0, JBOD).

2.1.1.1 Hot Spare

A hot spare drive is a drive in your storage enclosure that you do not incorporate
into a drive group, but designate as a hot spare. The drive remains unused and
available in your storage enclosure until a disk fails in a drive group on which
you configured a redundant logical RAID drive. Then, the StorageWorks RAID
Array 230/Plus Subsystem controller, also known as a KZPAC controller,
automatically starts to rebuild the failed drive's data onto the hot spare disk.

You can define a hot spare drive when you configure your array for the first
time, or at another time. This drive must have a capacity equal to, or greater
than, the drives in the drive groups on which you will configure redundant
logical RAID drives. Section 2.4.4 has the procedure for defining a hot spare
drive.

2.1.1.2 Hot Swap

Enable the StorageWorks Fault Management option as described in Section
1.6.1, Hardware Parameters, and you can perform a hot swap if a drive fails.
(Your storage enclosure must sup@@idrageWorks Fault ManageménYou

perform a hot swap by removing the failed drive, a drive to which the KZPAC
controller assigned a status of failed (FLD), from the storage enclosure. You then
insert a working drive into the same slot of the storage enclosure from which you
removed the failed drive. Shortly after you insert the replacement drive, the
KZPAC controller automatically starts to rebuild the failed drive's data onto the
replacement drive.

NOTE

It may take minutes for a rebuild to begin on a hot
spare or after a hot swap, depending upon the
rebuild rate and activity of the subsystem.

2.1.1.3 Manually Rebuilding

If a drive fails, and you did not define a hot spare drive, or do not have hot swap
capability, you can manually issue a command to get the controller to rebuild the
data from a failed drive onto a replacement drive. See Section 3.2, for the
rebuilding procedure.

Now go on to Section 2.1.2 to continue planning the configuration.

2-2
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2.1.2 Planning Configuration

You started planning your configuration when you selected what to purchase for
your StorageWorks RAID Array 230/Plus Subsystem. Prior to configuring the
subsystem, you need to plan how to maximize the resources you purchased. This
section includes two sample configurations which illustrate ways to maximize

the potential of a subsystem.

The following samples demonstrate:
» High data availability (redundancy) and
* Low cost with high performance

2.1.2.1 Sample Configuration for High Data Availability

The configuration shown in this example provides high data availability
(redundancy) in case of a drive or channel failure. Drive redundancy is achieved
by using RAID 5 logical RAID drives. Channel redundancy is achieved by
locating all the drives in a drive group on separate channels. If a channel fails,
the subsystem continues to function in degraded mode.

This sample is shown in Table 2-1, we configured 21, 1-GB capacity disk drives
into 7 drive groups, then created 7, RAID 5 logical RAID drives with 1 logical
RAID drive on each drive group. For information on the number of drives you
can use in a drive group with each RAID level, and how the capacity of
individual drives affects the capacity of a drive group, see Section 2.4.2,
Defining Drive Groups.

Figure 2—1 shows theéiew matrixscreen of th&®AID Configuration Utility
(RCU)when the configuration in Table 2-1 is implemented with a 3-channel
KZPAC controller connected to 3 storage enclosures. Each controller channel (0,
1, and 2) of the KZPAC controller connects to a storage enclosure through a
SCSI cable as shown in Figure 2—2. For more information on viewing the logical
drive matrix, refer to Section 2.4.5, Viewing Logical Drive Matrix.
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Table 2—1 Data Availability Configuration Using RAID 5
Number
Drive | of Drives Group Usable
Group | in Group | Drive Location Type Capacity
A 3 Drive 1=ChO0,SCSIID0O RAID5 2GB
Drive 2=Ch 1,SCSIID 0
Drive 3=Ch 2,SCSIID 0
B 3 Drive 1=ChO0,SCSIID1 RAID5 2GB
Drive 2=Ch 1, SCSIID 1
Drive 3=Ch 2,SCSI ID 1
v
G 3 Drive1=ChO0,SCSIID§ RAIDS5 2GB
Drive 2=Ch 1, SCSI ID 6
Drive 3=Ch 2, SCSI ID 6
Total | Total Total Total
7 21 drives 7 RAID 5 14 GB

The Table 2—-1 sample shows all of the 21 drives in the subsystem being used in
drive groups; however, you may want to create fewer drive groups and use some
of the 21 drives as hot spare drives. When hot spares are used, if a drive fails in
one of the redundant logical RAID drives, the controller will automatically begin
to rebuild the failed drive’s data onto one of the hot spares.
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Figure 2-1 View Matrix Screen Showing Configuration of Table 2—1

D.
3 Channel

rray Controller

Target SWXCR (004 MB)

Tgt Channel Number
ID 1
O] O D T
LRI LRI 00 bod
,Cond Cond T tog oev >
L] LoD Co) e
Cod Ll Cod
6 OPT OPT

Press any key to continue

SWRA2-010

Figure 2—2 Storage Enclosures Required for Configuration of Table 2—-1

SCSI CABLE FOR

CHANNEL 1
(TYPICAL)
CH,ID CH,ID CH,ID
0,0 1,0 2,0
0,1 1M1 2,1
0,2 1,2 2,2
0,3 1,3 2,3
0,4 1,4 2,4
0,5 1,5 2,5
06o0r 1,6 or 2,6 or
Redundant Redundant Redundant
Power Supply Power Supply Power Supply
Power Supply Power Supply Power Supply
AC AC AC
Distribution Distribution Distribution
Pedestal 0 Pedestal 1 Pedestal 2
SWRA2-011
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2.1.2.2 Sample Configuration for Low Cost with High Performance

The configuration shown in this example maximizes low cost and high
performance in the event that you want to configure the same number of drives
used in Table 2—1, and maximize their usable capacity. This configuration
provides high performance and good use of disk media at the expense of data
redundancy. A loss of any disk in a RAID 0 configuration results in a complete
loss of data in the affected logical drives. Backups of your data are the only
possibility of data recovery.

In the configuration example shown in Table 2—-2, we configured 21, 1-GB
capacity disk drives into 7 drive groups. We created 7, RAID 0 logical RAID
drives, one on each drive group. For information on the number of drives you can
use in a drive group with each RAID level, and how the capacity of individual
drives affects the capacity of a drive group, see Section 2.4.2, Defining Drive
Groups.

Table 2—2 Low Cost and High Performance Using RAID O

Drive Number Drive Location Group Usable
Group of Drives Type Capacity
in Group
A 3 Drive 1=Ch0,SCSIIDO0O | RAIDO 3GB

Drive 2=Ch 1, SCSI ID 0
Drive 3=Ch 2, SCSI ID 0
B 3 Drive 1=Ch0,SCSIID1 | RAIDO 3GB
Drive 2=Ch 1, SCSIID 1
Drive 3=Ch 2,SCSI ID 1

G 3 Drive 1=Ch0,SCSIID6 | RAIDO 3GB
Drive 2 =Ch 1, SCSI ID 6
Drive 3=Ch 2, SCSI ID 6

Total Total Total Total
7 21 drives 7 RAID 21 GB
0
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2.2 Understanding Configuration Methods

You can configure your array either automatically or by using the
interactive/manual method. Though configuring automatically is quicker than
configuring interactively, manual configuration provides more flexibility in
creating the array. Table 2—3 compares available options with both methods.

Table 2—-3 Configuration Methods, Automatic Verus Interactive

Interactive/Manual
Feature Automatic Method Method
Available RAID Either RAID 5 or JBBOD 0,0+1,1, 5, and JBOD
levels (not both)
Drive group limit One with RAID 5, or up Upto8

to 8 with JBOD

Logical RAID drive One with RAID 5 orup | Up to 8, total, with choice

limit to 8 with JBOD of RAID levels
Capability to No Yes
define spare
drives

2.2.1 Automatic Method

2.2.1.1 Restrictions
You can configure automatically only if:

* You want to configure one RAID 5 logical RAID drive (requires between
three and eight drives of same capacity)

e You want to configure up to eight JIBODs of any capacity

2.2.1.2 Major Steps

To configure automatically you must:

» Select theAutomatic Configuratioroption.

» Initialize the logical RAID drive.

*  We also recommend that you save your configuration to diskette.
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2.2.1.3 Menu Selection
Automatic Configurationis a selection available on thMain Menuof theRCU.

2.2.2 Interactive/Manual Method

2.2.2.1 Advantages

Configuring interactively provides four options not available with automatic
configuration. Configure interactively if you want to:

Create more than one drive group.

Create more than one logical RAID drive.

Specify RAID levels 0 + 1 and 1, in addition to RAID level 5 and JBOD.
Define one or more hot spare drives.

2.2.2.2 Major Steps
To configure interactively you will:

Create one or more drive groups. A drive group defines the drives that you
want to work together as the available space for the logical RAID drives that
you will create.

Create logical RAID drives. A logical RAID drive allows your system to see
and respond to a drive group as a single drive and defines how your system
will store data in that space, based on the RAID level selected.

Add hot spares (optional). A hot spare drive is a drive available in your
subsystem that the KZPAC controller can automatically begin to use to store
the data of a failed drive when a redundant logical RAID drive fails.

Initialize the logical RAID drives. Initialize a logical RAID drive before you
use it to ensure consistent RAID parity information.

Save your configuration to diskette. Your RAID subsystem stores the new
configuration information on flash EEPROM/NVRAM on the KZPAC
controller. In the event that your KZPAC controller fails, you can restore your
configuration from a backup copy of the NVRAM configuration on floppy
disk, created by thBackup/Restore comiption of theRAID Configuration

Utility.
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2.2.2.3 Menu Choices

You can configure interactively with one of two menu choices. These choices are

selections on thMain Menuof theRCU. Use:

- New Configuratiorto cancel an existing configuration and create a new one,
and

- View/Update Configuratioto look at, and possibly modify, an existing
configuration.

Differences between these two menu choices are explained in Section 2.4.1.1.

2.3 Configuring Automatically
The two requirements for configuring automatically are:

- You want to configure one RAID 5 logical RAID drive. This requires between
three and eight drives of the same capacity.

- You want to configure up to eight JBODs of any capacity.

2.3.1 Selecting Automatic Configuration Option

To configure automatically:

1. StartRCUand displayMain Menuon your monitor. Refer to Section 1.2,
Invoking RAID Configuration Utility, if necessary.

2. Use arrow keys to highligitutomatic Configurationthen press Enter key
One of two things happens depending upon whether, or not, any
configuration currently exists.

If current configuration existRCU displays warning message explaining
that valid configuration exists and that if you proceed, you will destroy it.
Confirmation window also appears. See Step 3.

If there is no current configuratioAutomatic Configuratiorscreen
appears. Go to Step 4.

3. Selectresto delete current configuration. (Seléd to quit without
changing configuration and returnh&ain Menu) Automatic Configuration
screen appears.

4. Use arrow keys to highlight RAID 5 or JBOD and press Enter key to select
that configurationRCU displays window with this message:

Do you want to have Write Cache enabled?

AA-RO7GA-TE 2-9
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5. If you want the recommend&Urite Throughcaching, press the Enter key
to selectNo. This sets cache to the recommentéite Throughpolicy.
(See Section 2.4.3.2, Choose Caching Policy, for description of caching
options.)

6. RCUdisplays window wittAutomatic Configuratiorat top of screen and
messageSaving configuration, please wait, at bottom of screefRCU
then displays screen with your system configuration information, similar to
Figure 2-3.

7. Press any key to returnMein Menu

Now go to the next section to initialize the logical RAID drive(s).

Figure 2—3 Automatic Configuration Screen

Digital Disk Array Controller - Configuration Utility, VUersion 3.11 83/27/95

3 Channel — 7 Target SUXCR (004 MB) in Slot 1 Firmvare version 2.16

Automatic Configuration

Number of Logical drives =1

Raid Level =5

Urite Cache = Disabled
Number of Physical drives =
Available Capacity = 5005 MB

Automatic configuration successfully done.

Make sure to INITIALIZE Logical drive #0 before exiting this utility ?

Press any key to return to Main Menu.
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2.3.2 Initializing Logical RAID Drive

Initialize a logical RAID drive before you use it. TREU initializes the logical
drive by writing a pattern of consistent data and parity to it. This creates a
starting parity for a logical RAID drive with parity.

CAUTION

Do not initialize a logical RAID drive if it has valid
data. Initialization overwrites and destroys all
data.

Also, after you initialize a logical RAID drive, do
not change or rearrange the physical drives or
cables. Otherwise, all data in the drive group can
be lost.

To initialize a logical RAID drive:

1. FromMain Meny use arrow keys to highlightitialize Logical Drive then
press Enter keyRCU displaysinitialize Logical Drivescreen, with

2. Log Drv Q as shown in Figure 2—4.

Figure 2—4 Initialize Logical Drive Screen

11 03/27,95

Z.16

Initialize Logical Drive

.!IIIIIIIIIII..
Log Drv O

Simultaneous initialization of two or
more Logical drives can be done. Using
cursor keys, move to the required Logical
drive box and press <ENTER> to select.

ff ter selecting the required Logical
drive(s), move to the *START’ box and

press <ENTER»> to proceed with the
Initialization.

TtUABNING: Initialization of the Logical
drives WILL destroy data on the drives.

[ |
START
[felect Logical drive(s) using cursor keys, press <{ENTER>, <{ESC> to Previous Meny
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1. |If necessary, use arrow keys to movedg Drv Oand press Enter key to
select it. Check mark appears in frontaofy Drv Q Select any additional
JBOD logical RAID drives that were created automatically, that you wish to
initialize. RCU automatically highlightStartbutton after you select all
logical RAID drives.

2. Press Enter key. Confirmation window appears, as shown in Figure 2-5,
displaying:

3. Do you want to proceed with initialization?
SelectYes Initialize Logical Drivestatus bar appears at top of screen, as
shown in Figure 2—6, indicating percent of initialization completed. Bar

gradually fills as initialization process completes. When done initializing,
RCU prompts you to press any key to continue.

5. Press any kejRCU displays message indicating that it is saving
configuration, theMain Menuappears.

Go to Section 2.3.3 to continue with the next step of the automatic configuration,
saving the configuration to a diskette.

Figure 2-5 Proceed with Initialization Confirmation Message

Initialize Logical Drive

_
Log Drv @

Simultaneous initialization of two or
more Logical drives can be done. Using
cursor keys, move to the required Logical
drive box and press <ENTER> to select.
After selecting the required Logical
drive(s), move to the 'START" box and

press <ENTER> to proceed with the
Initialization.

TTWARNING: Initialization of the Logical
drives WILL destr

Do you want to proceed
with Initialization 7

I | H0 ]
START YES

Choose YES to Initialize selected Logical drives, NO or <ESC> to Previous Menu
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Figure 2—6 Progress Bar Displays Status of Initialization

Initialize Logical Drive

[——— 152 Initialized ]
H Log Drv @ | I-i

[ |
START
Initialization in progress ...

2.3.3 Saving Controller Configuration to Diskette

CAUTION

If you replace a failed KZPAC controller with a
new one, and restore an outdated configuration to
it from diskette, data will be lost. Since the KZPAC
controller must have a current configuration to
locate data on the logical drives, it's important to
have a current version of the configuration on
diskette. All configuration changes, however
small, must be reflected. For example, if a logical
drive rebuilds using a hot spare drive, you need to
update the new configuration on diskette.

Refer to Section 3.4.6, Backup/Restore Configuration, for this procedure.
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24

Configuring Interactively/Manually

2.4.1 Introduction

A user configures interactively using one of tddain Menuchoices in th&AID
Configuration Utility These choices aiew ConfiguratiorandView/Update
Configuration Decide which choice is best for your situation by reading Sections
2.4.1.1and2.4.1.2.

2.4.1.1 New Configuration and View/Update Configuration: Differences

If a valid configuration already exists, selectidgw Configuratiorfrom the

Main Menuon theRCU displays aNARNINGwhich explains that a

configuration exists and that proceeding further may destroy it. There is also a
prompt asking if you want to proceed. Selecti@returns you to the Main

Menu. Selectingy ESdisplays theNew Configuratiorscreen. If no configuration
exists, theWVARNINGandNO/YESprompt do not appear, and tRew
Configurationscreen displays directly when selected. Weev Configuration
screen has three selections:

« Define Drive Group
- Define Logical Drive
« Define Spare

SelectingView/Update Configuratiofrom theMain Menuon theRCU displays
theView/Update Configuratioscreen with four selections:

+ View/Define Drive Group
- Define Logical Drive

« Define Spare

« View Logical Drive matrix

2-14
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Table 2—4 summarizes the differences betweent#ve Configuratiorand
View/Update Configuratioscreens.

Table 2-4 New Configuration and View/Update Configuration Screens:

Differences
Feature/ New Configuration View/Update
Selection Screen Configuration Screen
Major If configuration already exists, If configuration already exists,
differences displays WARNING when New selecting View/Update Configuration

Configuration selected that
existing configuration may be
voided if you proceed.

All selections made from New
Configuration screen below show
no configuration until you create
new one.

If no configuration exists,
selecting New Configuration
displays New Configuration
screen directly with no advance
WARNING.

displays View/Update Configuration
screen with no WARNING because
existing configuration is left in place.

All selections made from
View/Update Configuration screen
show previously defined
configuration if one exists.

If no configuration exists, or old
configuration has been canceled,
selections below become similar to
New Configuration screen
selections.

1st selection

Define Drive Group — Displays
Group Definition screen allowing
you to create, and then arrange,
drive groups as well as cancel
drive group and obtain device
information.

View/Define Drive Group —
Displays same Group Definition
screen as originated from New
Configuration screen. Difference is
that screen displays any existing
configuration.

AA-RO7GA-TE
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Table 2-4 New Configuration and View/Update Configuration Screens:
Differences (Cont)

Feature/ New Configuration View/Update

Selection Screen Configuration Screen
2nd Define Logical Drive — Displays | Define Logical Drive — Displays
selection Logical Drive Definition screen, same Logical Drive Definition

allowing you to define logical
drives if you've defined and
arranged drive groups. Making
this selection without creating
and arranging drive groups,
displays message explaining that
drive groups must be created
and arranged before defining
logical drives.

screen as originated from New
Configuration screen. Difference is
that screen displays any drive
groups and logical drives already
defined in existing configuration.

3rd selection

Define Spare — Displays Define
Spare screen, allowing you to
designate any drive with ready
(RDY) status as hot spare
(HSP).

Define Spare — Displays same
Define Spare screen as originated
from New Configuration screen.
Difference is that screen displays
any previously defined hot spare
drive in existing configuration as
HSP.

4th selection

(This selection is unavailable on
New Configuration screen.)

View Logical Drive matrix —
Displays View matrix screen with
list of logical drives currently
defined.

2-16
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2.4.1.2 Using New, or View/Update, Configuration Screen to Configure
Subsystem or Check Configuration

UseNew Configuratiorscreen selections for configuring when:
- No configuration exists and you want to create one.

- An unwanted configuration exists and you want to replace it with an entirely
different one.

TheNew Configuratiorscreen is a good choice when you know there is no
existing configuration and you want to create one. In this case, you start with
unconfigured drives connected to the KZPAC controller and configure them.

For example, you install a new RAID array subsystem and uséetive
Configurationscreen to configure it.

TheNew Configuratiorscreen is also a good choice when an unwanted
configuration exists, and you want to create a different one. In this case, the data
on the RAID subsystem may be from a completed project and is no longer
needed. The new project has different data requirements than the old one, and
requires an entirely different configuration, not just a change that can be handled
by a slight modification of the old configuration.

For example, your original project requires you to maximize storage space using
six, 1-GB drives. Available space is more important than redundancy. You
configure six drives in six drive groups as JBODs on a 1-channel KZPAC
controller to maximize available storage space.

In your next project your storage space requirements are small, but reliability is
important. You use theew Configuratiorscreen to cancel the existing
configuration and configure four of the six, 1-GB drives in two drive groups of
two drives each, defining logical RAID drives using RAID level 1 for maximum
reliability. You define the remaining drives as hot spares.

UseView/Update Configuratioscreen selections when:

* You want to find out whether a configuration exists, and if so, determine its
characteristics.

e You want to modify an existing, known configuration.

TheView/Update Configuratioscreen is a good choice when you don’t know
whether a subsystem has been configured, or you know it's configured, but have
forgotten the arrangement.
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For example, you know a configuration exists with two logical RAID drives, but
you don’t know what RAID level was specified. Selecttiew/Update
Configurationscreen, then choo&kefine Logical Driveérom the screen that
appears. Theogical Drive Definitionscreen displays, showing that logical
drives 0 and 1 are defined using RAID level 1 in two drive groups with two
physical drives each.

TheView/Update Configuratioscreen is also a good choice when you want to
modify a known configuration.

For example, you have the configuration described above with six, 1-GB drives
in two drive groups of two drives each, with two logical RAID drives defined,
using RAID level 1 for maximum reliability. Two remaining drives are hot
spares. Because you need more space for data storage, you decide to create an
identical third drive group using the two hot spares. You sele@¢fiae Spare
screen from th&iew/Update Configuratioscreen to change the status of the
two hot spares from HSP to RDY, then useV@wv/Define Drive Groufirom

the View/Update Configuratioscreen to create and arrange the drive group.
Next, you use th®efine Logical Drivescreen to define the logical drive.

Finally, you save the configuration before you return talaén Menuof the

RCU.

2.4.2 Defining Drive Groups

Read Section 2.4.1.2 before choosing\fi@v/Update Configuratioscreen

used for working with drive groups as in the procedure below. Depending on the
situation, theNew Configuratiorscreen may be a better choice than the
View/Update Configuratioscreen.

2.4.2.1 Introduction

A drive group consists of from one to eight physical drives that you want to work
together.

You can define a drive group at any time. After you initially configure the
subsystem, you can define a drive group with drives that you did not previously
configure into drive groups, or with new drives you add to the subsystem. You
can also define new drive groups with drives that you previously configured into
drive groups by first canceling the existing drive groups that you want to re-
organize.
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Determine how many drives to use for each drive group based on the following:
- The RAID levels of the logical RAID drives you will create.

See Table 2-5 to see the minimum and maximum number of drives allowed
for each RAID level. (You can create multiple logical RAID drives of varying
RAID levels on a drive group.)

Table 2-5 Number of Drives per Drive Group for Each RAID Level

RAID Number of Drives in Amount of Storage Data
Level Drive Group Available for User Data Redundancy

0 2108 100% No

1 2 50% Yes
0+1 3t08 50% Yes

5 3t08 66% — 87% Yes
JBOD 1 100% No

- The amount of disk space you need

Table 2-5 shows the amount of storage available for user data for each of the
RAID levels.

Also, consider the capacities of each of the individual disks. The capacity of
each disk is affected by the other disks in the group. As shown in Table 2-6,
disk drives of varying capacities are limited to the capacity of the smallest
drive in the drive group. To maximize your space resources, use drives of the
same capacity in each drive group.
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Table 2—6 How Capacity of Each Individual Drive Affects Capacity of Drive

Group — Example Only

Drive Drives Drive's Drive's Usable Drive Group's
Group Capacity Capacity in This Total Capacity
Group
A 0 1 gigabyte 1 gigabyte 3 gigabytes (due
: : to drive O's
2 1
gfgabyte g?gabyte capacity being 1
2 2 gigabyte 1 gigabyte gigabyte)
B 0 2 gigabytes 2 gigabytes 6 gigabytes
2 gigabytes 2 gigabytes
2 2 gigabytes 2 gigabytes

In defining drive groups, remember:

- Each physical disk will belong to only one drive group at a time.

- You can define a maximum of eight drive groups per KZPAC controller.

- After you create drive groups, you must arrange them in the order in which
you want to use them. Arranging drive groups determines the order that the
operating system sees the logical drives you create in each drive group. The
logical drive(s) on the first group arranged is (are) presented to the operating
system before all subsequently arranged drive groups.

- You must use all the available space on a drive group before you can use
another drive group. Consider what data you want to put on which drive group
before arranging your drives because you can only delete drive groups in the
reverse order in which they were arranged. For example, if you create drive
groups A, B, and C, and arrange them in that order, then you must delete drive
groups C and B before you can delete drive group A.

Defining drive groups is a two-step procedure.

- Creating drive groups and

- Arranging drive groups.

2-20
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2.4.2.2 Create Drive Group

This procedure creates a drive group. In the example given, we create a group
with 2 disk drives, and add it to an existing group of 3 disk drives.

We use th&/iew/Update Configuratioscreen, rather than tinew
Configurationscreen, because we are adding to an existing configuration.

NOTE

You may create a maximum of eight drive groups
per KZPAC controller. Version 2.xx firmware
supports the creation of a maximum of eight
logical drives spread in any combination on the
drive groups defined on the controller.

1. Use arrow keys to highlighMiew/Update Configuratiomption fromMain
Menuand press Enter key to selecMiew/Update Configuratioscreen
appears withview/Define Drive Groupption highlighted, as shown in
Figure 2-7.

Figure 2—7 View/Update Configuration Screen

View ~ Update Configuration

1. ViewrDef ine Drive Group

2. Define Logical Drive
3. Define 3pare
4. View Logical Drive matrix

Choose thiz option to view or cancel an existing drive
group OR to create and arrange a new drive group.
Information may also be obtained about the physical
devices attached to the controller.

Use Cursor keys for selection, press <{ENTER> to select, <ESC> to Exit
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2. Press Enter key to selagiew/Define Drive Groupption.RCU displays
Group Definitionscreen with drive matrix showing drives connected to
adapter (KZPAC controller). Screen indicates status of each drive, as shown
in Figure 2—-8Create Groups(le\}%c_lt_ié)n appears highlighted.

The Group Definition screen below is the same
whether originated from the View/Update
Configuration screen by selecting View/Define
Drive Group, or from the New Configuration
screen by selecting Define Drive Group.

Figure 2—8 Group Definition Screen

Group Def inition
Tgt Channel Number
D o 1 2
o1 L1 1 3. frrange Group
L EI El_)?'j EI 4. Device Informatiom
2 L]1]3!'1'J Iy N GRP | DRUS | SIZE (MB)
3 EI E;%j EI A 3 3003
s Lod T
S s —
. Gd T

3. Press Enter key to seldétteate Groupoption. Cursor moves to drive matrix.

4. Use arrow keys to position cursor on each drive you want to add to drive
group, one at a time, and press Enter R&yU adds that drive to drive group,
changing its status from RDY (ready) to OPT (optimal), and assigning group
letter and sequence number to drive as shown in Figure 2-9.
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Figure 2—9 Adding New Drive Group

5.

1.

Group Def inition

Tgt Chamel Number

ID © 1 2 1. Create Group
Z. Cancel Group
4] I 1 1 I 3. Arrange Group

4. Device Information

GRP | DRVUS | SIZE (MB)

A 3 3003

[Select drive with Cursor keys, press <ENTER> to Add to Grp or <ESC> to Close Grp|

Press Esc key after you add all drives you want for this drive group.

NOTE

The hot spare drive mentioned in the following

step must have capacity equal to, or greater than,

capacity of drives you used in drive groups.
Repeat Steps 3 through 5 of this procedure to create additional drive groups.
If you plan to define a hot spare, leave at least one drive with RDY (ready)
status.

If you assign all physical drives to drive grouR€U automatically
highlightsArrange Groupoption. To leave some drives unassigned, press
Esc key and cursor returns@oup Definitionmenu.

If you mistakenly select incorrect drive for drive group, cancel drive group
as explained in Section 2.4.2.3. Otherwise, go directly to Section 2.4.2.4 to
arrange drive groups.
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NOTE

Check the drive groups you defined to make sure
you want them. Make changes now. You cannot
cancel a drive group once you select the Arrange
Group option.

2.4.2.3 Cancel Drive Group

If you select a drive for a drive group incorrectly, or you want to redefine a drive
group for any other reason, cancel the group as follows:

1.
2.

5.

See Section 2.4.2.1 for restrictions in canceling drive groups.

If necessary, displagroup Definitionscreen by performing steps 1 and 2 in
Section 2.4.2.2, Create Group.

Use arrow keys to highligi@tancel Groupand press Enter key to select it.

Cursor highlights first drive in drive group. If this is not drive group you
wish to cancel, use arrow keys to highlight first drive in desired group.

Press Enter key to cancel drive group.

2.4.2.4 Arrange Drive Group

Before you define a logical RAID drive on any drive group, you must arrange the
drive groups to specify the order in which you want to use them.

1.

2.

If Arrange Groupoption is not already highlighted, use arrow keys to
highlight it, then press Enter key. Cursor moves to first defined drive group.

NOTE

If you press the ESC key while arranging groups,
you lose the assigned drive groups and must
recreate them.

Use arrow keys to move cursor to drive in drive group you want to arrange.
Press Enter key. Drive group and size information for arranged drive group
appears in table at lower-right side of screen, as shown in Figure 2-10. If you
defined only one drive groupjiew/Update Configuratiomenu appears with

the Define Logical Driveoption highlighted.

Otherwise, repeat this for each drive group that you defined. When you
arrange last drive groupjew/Update Configuratioscreen appears with
Define Logical Driveoption highlighted.
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This completes the creation and arrangement of your drive groups. If you want
device information on the drives, continue with Section 2.4.2.5, Obtaining
Device Information; otherwise, go to Section 2.4.3, Creating Logical Drive and
Choosing Caching Policy.

Figure 2-10 Arrange Group Screen

Group Def inition
Tgt Chammel Number
ID o 1 2 1. Create Group
o, 3 C—
. EI El_’?j EI 4. Device Information
Z Egl_’?'j IEI EI GRF | DRUS | SIZE (MB)
3 EI El_’%j EI A 3 3003
4 Bl—)%jl EI EI B & 2002
s G:d 43
o Ggd [T

Use Cursor keys for selection, press <{ENTER> to select, <ESC> to Previous Menu

2.4.2.5 Obtaining Device Information

Use theDevice Informatiorselection to obtain the vendor, model number,
revision, size (in MB), channel number, and target identification number of any
drive attached to the KZPAC controller:

1.

If necessary, displagroup Definitionscreen by performing steps 1 and 2 in
Section 2.4.2.2, Create Group.

Use arrow keys to highligiitevice Informatiorand press Enter key.

Cursor moves to drive matrix to highlight first drive in first drive group
(A-0) as shown in Figure 2—-11.

Use arrow keys to highlight desired drive; that is, drive you want
information on.

When desired drive is highlighted, press Enter key.

Monitor display®evice Informatiorfor highlighted drive (A-0) at lower
right corner of screen. See Figure 2-12.
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Figure 2-11 Selecting Device Information

ID

0

1

Tgt Channel Number

1] 1 2
[ I I I I

(o .
220 3 3
CJ i 3
20 3
—J
1

— Cd
L Lysed

Group Def inition

1. Create Group
2. Cancel Group
3. Arrange Group

4. Device Information

GRP | DRVS | SIZE (MB)

A
B

3003

3
2 2002

Belect drive using cursor keys.

Figure 2—12 Device Information Window

Press <ENTER> to View information, <ESC> to quit

Ty
ID

0]

1

3]

t Chanmel Number
0] 1 2

L || I
[ .

o I o I —|
— . a0
C.J ——3 ——
— .a
1 Cd T

Group Def inition

1. Create Group
2. Cancel Group
3. Arrange Group

4. Device Information

Device Information

Uendor : DEC

Model Mo : RZZ6 (C
Revision : 392A

Size : 1001 MB
Chammel :@ 1

Target 1

Press any key to continue

2-26

AA-RO7GA-TE



Chapter 2. Configuring The RAID Array

2.4.3 Creating Logical Drive and Choosing Caching Policy

You create a logical RAID drive with part, or all of the space available on a
drive group. The logical RAID drive allows your operating system to see and
respond to the selected space of the drive group as one physical drive. The
logical RAID drive also defines how your system will store data on that disk
space, based on the RAID level selected. To the operating system, there is no
difference between a logical RAID drive and a single physical drive on a
conventional disk controller.

You can create a maximum of 8 logical RAID drives per controller.

NOTE

For redundant RAID configurations, the controller
must use some of the space to support
redundancy. See Table 2-5 for information on how
much space is available on which you can store
unique data for each RAID level.

Creating a logical drive is a three-step procedure:
- Defining a logical drive

. Choosing a write caching policy

. Saving the logical drive configuration

2.4.3.1 Define Logical Drive
To define a logical drive:

1. Press Enter key to seldagfine Logical Driveoption fromView/Update
Configurationmenu.Logical Drive Definitionscreen appears as shown in
Figure 2—-13Logical Drive Definitionscreen displays option menu, table of
drive groups available for selection as logical drives, and table of existing
logical drives.
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Figure 2—-13 Logical Drive Definition Screen

Grp/Drus | Size (MB) || GrpsDrus | Size (MB) Logical Drive Definition
Az 3 3003 1. Create Logical Drive|
B-r2 2002 2. Toggle Write Policy

Log Dru Size (MB) RAID | Write Mode

1] 2000 5 WRITE THRU

Use Cursor keys for selection, press <ENTER> to select, <ESC> to Previous Menu

Press Enter key to selé@teate Logical Driveoption. A pop-up window,
similar to that shown in Figure 2—-14, displays RAID levels available for that

logical drive. Unavailable levels appear black in this guide, gray on your
monitor. You cannot select them.

You can create logical drives on one drive group at a time, and must use all
space on each drive group before you can go on to the next one. You can only

create logical RAID drives on drive groups in the order in which groups
appear in Group Drivegp/Drvs) list.
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Figure 2-14 RAID Level Window

Grp/Drvs | Size (MB) || Grp/Drus | Size (MB) Logical Drive Def inition
As3 3003
B2 2002 2
Log Dru Size (MB) RAID | Write Mode
RAID Level
0 2000 5 WRITE THRU
RAID 5
RAID 0+1
JBOD

[Select a RAID Level using cursor keys and press <ENTER>, <ESC> to Previous Menu

3. Use up and down arrow keys to move to RAID level valid for number of
drives in this drive group. (See Table 2-5 for description of number of drives
required for each RAID level.) Press Enter key to select. Pop-up window
appears, displaying available space for this RAID level.

4. Type amount of space you want to use for this logical drive and press Enter
key, or press Enter key to select all available space in this drive group. Two
boxes appear, similar to those shown in Figure 2—15, displaying number of
new logical drive, its RAID level, and capacity. Another box prompts you to
create this logical drive.
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Figure 2—15 Create Logical Drive Confirmation

Grp/Drvs | Size (MB) || GrpDrvs | Size (MB) Logical Drive Definition
A/ 3 Joo3
B2 2002 &

Logical Driveti= 1
Raid Level = 0
Log Dru Size (MB) RAID | Write Mode Capacity 2000 MB

0 2000 5 WRITE THRU

Do you want to Create
this Logical drive 7

Choose YES to Create the aboue Logical drive, ND or <ESC> to Cancel.

5. SelectYESto create this logical driv&kCU adds logical drive to Logical
Drive (Log Drv) list at lower-left of screen, similar to screen shown in Figure

2-16.

Or,

SelectNOif you don’t want to create this logical drive. Confirmation box
disappears.
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Figure 2-16 Displaying New Logical Drive

Vers 3.11 03/2?2,95

Firmware versiomn 2.16

Grp-Druvs | Size (MB) || GrpsDrus | Size (MB) Logical Drive Definition
A/ 3 3003 1. Create Logical Driuve
B2 2002 Z. Toggle Write Policy

Log Drv Size (MB) RAID | MWrite Mode

0 2000 5 WRITE THRU
1 2000 0 WRITE THRU

Use Curzor keys for =zelection, press <ENTER> to select, <E3SC» to Previous Menu

6. Repeat steps 1-5 for up to eight logical RAID drives, or until you use full
capacity of all available drive groups, whichever comes first. You can only
create logical drives on one drive group at a time and must use all space on
drive group before you can go on to next dR€U displays each logical
drive in list at lower-left of screen.

7. When you finish creating logical drives, see Section 2.4.3.2, Choose Caching
Policy, to select caching policy for logical drives you created.

Or, if you do not want to use logical drives you just created, press Esc key.
View/Update Configuratioscreen appears. Press Esc key agane
Configurationscreen appears. HighligRO and press Enter kellain Menu

appears.
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2.

4.3.2 Choose Caching Policy

The caching policy determines what procedure the KZPAC controller uses to
write data to the logical drives. You can choose one of the following caching
policies:

WRITE BACKcaching: A caching policy in which the controller

acknowledges that a write operation has completed successfully before data is
written to the disks. If you choose this option, you may increase the 1/0
performance of your RAID subsystem.

We recommend that you select this caching policy only if your cache has
battery backup and you have enabled the battery backup. Without a battery
backup, if there is a power failure, you lose data in cache that is not yet written
to the disks.

WRITE THRUWaching: A caching policy in which the data is written to disk
before the controller acknowledges that a write operation has completed
successfully. If you choose this option, and there is a power failure, you
minimize the chance of data loss. This is the StorageWorks RAID Array 200
subsystem default caching policy.

NOTE

If you do not have the battery backup option
installed and enabled, we strongly recommend a
WRITE-THRU caching policy to eliminate the
chance of data loss due to a power failure.

To change the caching policy:

1.

Use up and down arrow keys to highligluiggle Write Policyoption in
Logical Drive Definitionbox (Figure 2—16) and press Enter key. Cursor
moves tdWrite Modecolumn of Logical Drivesl{(og Dry) list and highlights
write mode of first logical drive.

Press Enter key to toggle caching policWRITE BACK

Use arrow keys to move to another logical drive and repeat step 2, as
necessary.

. When you finish selecting cache policy for your logical drives, press Esc key.

Write Modecolumn is no longer highlighted.

. Press Esc key agaMiew/Update Configuratioscreen, oNew

Configurationscreen, appears.
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If you plan to use one of your drives as a hot spare, go on to section 2.4.4 to
define a hot spare drive. If you want to view the logical drive matrix, go to
section 2.4.5. Otherwise, go to section 2.4.6 to save your array configuration.

2.4.4 Defining Hot Spare Drive

Optionally, you may define a hot spare drive to keep a drive available in your
subsystem on which the KZPAC controller can automatically rebuild information
from a drive that fails. The hot spare drive must have a capacity equal to, or
greater than, the failed drive.

CAUTION

To maintain high availability in the array when hot
spare devices are used, always ensure that your
hot spare disk capacity is equal to, or larger than,
any prospective configured disk the hot spare
might replace. This is particularly important after
an initial failure to a hot spare disk has occurred,
and the KZPAC controller automatically
designates a replacement drive as a new hot
spare.

To define a hot spare drive:

1. Use up and down arrow keys to highligigfine Spareption on
View/Update Configuratioscreen and press Enter kRCU displaysDefine
Sparescreen as shown in Figure 2—-17.
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Figure 2—17 Define Spare Screen

Def ine Spare

Tgt Channel Number
ID o 1 2

s 1 Cgl
o 1 Ll

2. Use arrow keys to select drive with status of RDY that you want to define as
spare, and press Enter k®CU changes drive status to HSP (hot spare).

If you select wrong drive or decide you do not want hot spare drive, press
Enter key again. Status of drive returns to its previous status.

Unless you want to view the logical drive matrix as described in section 2.4.5, go
to section 2.4.6 to save the configuration of your array.

2.4.5 Viewing Logical Drive Matrix

NOTE

View Logical Drive matrix cannot be originated
from the New Configuration screen.

To view disk drive and logical drive information:

1. Use up and down arrow keys to seligw/Update Configuratiooption
from Main Menuand press Enter keRCU displaysView/Update
Configurationscreen (Figure 2—7).
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2. Use up and down arrow keys to highligtitw Logical Drive matriroption
from View/Update Configuratioscreen and press Enter k&yew matrix
screen appears with drive matrix as shown in Figure 2—18.

View matrixlist displays all logical drives configured onto disk drives in your
subsystem.

3. Use up and down arrow keys to highlight any logical drive and press Enter
key. Cursor moves to drive matrix. Cursor appears at disk drive 0 of drive
group associated with selected logical drive. Drive matrix displays:

» Target IdentificationTgt ID)
* Channel Number

» Drive group designator, if any, which allows you to see which disks
belong to which drive groups, and how many disks belong to group based
on numbers assigned to drives 0 through 7. For example, drive A-2 is one
of three drives in drive group A.

» Status for each drive in subsystem (Table 2—7 describes each status that a
drive can have.)

Figure 2—18 View Matrix Screen

Tgt Chammel Number View matrix

1 Log Drv O

0 Log Drv 1

Press any key to continue
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Table 2—7 Drive Status

Display

Drive Status

Meaning

FLD

Failed

The device failed due to errors, or you manually
failed it.

FMT

Formatting

The device is undergoing SCSI device format.

HSP

Hot spare

The device is configured as a hot spare for use in
an automatic rebuild in the event of a disk failure in
a redundant RAID configuration.

OPT

Optimal

The device is on-line and configured for use. Drives
associated with a drive group appear with this
status.

RDY

Ready

The device is spun up and ready to be used by the
controller, but it is not configured. Drives which are
not associated with a drive group appear with this
status.

UNF

Unformatted

The controller could not properly talk to the device
on the SCSI bus, or a SCSI format to the device
was halted in the middle.

WOL

Write Only

The device is being rebuilt and is in write-only
mode, or the rebuild has failed, leaving the RAID

set in degraded mode.

4. Press Enter key to return\éew Matrixlist.

5. Press Esc key to return\eew/Update Configuratioscreen when you finish

viewing drive groups associated with logical drives.

2.4.6 Saving Logical Drive Configuration

To save the logical drive configuration that you created:
1. Press Esc key from VieWpdate Configuration, New Configuratioor,

Define SparescreensRCU displaysSAVE configurationWindow, as shown

in Figure 2-19.

2. Select Yes to save logical drive configuratiR@U saves configuration to

flash EEPROM/NVRAM and/lain Menuappears.
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Figure 2-19 Save Configuration Window

GrpsDrus | Size (MB) || Grp-Drvs | Size (MB)
SAVE conf iguration 7
As3 3003
B,z | 2002 s
NO
Log Drv Size (MB) RAID | Urite Mode
0 2000 5 WRITE THRU
1 2000 0 WRITE THRU

Choose YES to szave configuration, NO to cancel and exit, <ESC> to quit

TheRCU saves the configuration that you created by storing it on flash
EEPROM/NVRAM. Thereafter, your controller will expect to see this
configuration.

If you created a new logical drive, go to section 2.4.7 to initialize it.

2.4.7 Initializing Logical Drive

Initialize a logical RAID drive before you use it. TRE€U initializes the logical
drive by writing a pattern of consistent data and parity to it. This creates a
starting parity for a logical RAID drive with parity.

CAUTION

Do not initialize a logical drive if it has valid data.
Initialization overwrites and destroys all data.

After you initialize a logical drive, do not change or
rearrange the physical drives or cables.
Otherwise, all data in the drive group can be lost.
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To initialize a logical drive:

1. FromMain Meny selectinitialize Logical Driveoption.RCU displays
Initialize Logical Drivescreen, with logical drive Q.6g Drv 0, as shown in
Figure 2-20.

Figure 2—20 Initialize Logical Drive Screen

Initialize Logical Drive

F
Log Drv O

Simultaneous initialization of two or
more Logical drives can be done. Using
curzor keys, move to the required Logical
drive box and press <ENTER> to select.
After selecting the required Logical
drive(s), move to the 'START’ box and

press <ENTER> to proceed with the
Initialization.

T1WARNING: Initialization of the Logical
drives WILL destroy data on the drives.

[ |
START
[Belect Logical drive(s) using cursor keys, press <{ENTER>, <E3C> to Previous Menu

2. Use arrow keys to move to each logical drive you want to initialize, and press
Enter key to select it. Check mark appears beside each logical drive you
selected. Once you select all available logical driR&3) automatically
highlightsSTARTbutton. Otherwise use arrow keys to mov&TARTbhutton.

3. Press Enter key. Confirmation window appears as shown in Figure 2-21,
displaying message as follows:

Do you want to proceed with Initialization?
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Figure 2—21 Confirmation Window

Version 3.11 03-/27,95
Firmuare version 2.16

.Elllllllllllll.
Log Drv 0O

Simultaneous initialization of two or
more Logical drives can be done. Using
cursor keys, move to the required Logical
drive box and press <ENTER> to select.
fAfter selecting the required Logical
drive(s), move to the 'START’ box and

press <ENTER> to proceed with the
Initialization.

tTUARNING: Initialization of the Logical
drives WILL destr|

Do you want to proceed
with Initialization ¥

| E— N
START YES
Choose YES to Initialize selected Logical drives, ND or <ESC> to Previous Memu

4. Use arrow keys to sele¢ES then press Enter kebnitialize Logical Drive
status bar appears at top of screen, as shown in Figure 2-22, indicating
percent of initialization completed. Bar gradually fills as initialization
completes. When done initializinBCU prompts you to press any key to
continue.

5. Press any keyRCU displays message indicating that it is saving
configuration, themain Menuappears.
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Figure 2—22 Percent Initialized Screen

Initialize Logical Drive

(—— 15 Imitialized — ]
H Log Drv O | I-i

[
START

Initialization in progress ...

2.4.8 Saving KZPAC Controller Configuration to Diskette

CAUTION

To avoid the chance of data loss due to a KZPAC
controller failure, save the configuration to diskette
any time the configuration changes. Then, If the
controller fails and is replaced, the current
configuration will be available to load onto the
replacement controller. For example, if a physical
drive fails, and the logical RAID drive
incorporating it rebuilds the contents of the
physical drive onto a hot spare, the changed
configuration must be updated on diskette.

Refer to Section 3.4.6, Backup/Restore Configuration, for this procedure.
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Maintaining The RAID Array

This chapter provides: a Parity Check procedure for checking and repairing parity on
logical drives with redundant RAID levels, a Rebuild procedure for recreating (rebuilding)
a failed drive’s data on a replacement drive if the failed drive is part of a configuration
with a redundant RAID level, and Tools procedures for using each of the eight options in
the Tools window.

3.1 Introduction
As stated in the summary above, this chapter provides procedures Raritye
Check, RebuildandToolsselections. These choices are shown oMbl
Menuof theRAID Configuration Utility(RCU). SeeFigure 3—-1.
Figure 3—-1 Main Menu of RCU

23 07/26-96

y
PAC (004 MB) #1 Firmware vers

Main Menu

01. View-sUpdate Configuration

0Z2. Automatic Configuration
03. New Configuration

04. Initialize Logical Drive
05. Parity Check

06. Rebuild

07. Tools

08. Select Controller

09. Controller Setup

Choose this option to create, modify, and view physical
drive groups, logical drives, and hot spare drive
assignments.

Use Cursor keys for selection, press <ENTER> to select, <ESC> to Quit
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3.2 Running Parity Check/Repair

Perform a parity check on logical drives with a redundant RAID level (RAID 1,
RAID 0 + 1, and RAID 5) to check the consistency of the RAID parity
information. When you sele®arity Checkfrom theMain Meny theRCUreads

the data from the logical drive and computes the parity for each series of blocks.
Any discrepancies between the computed parity and the parity stored on the
drive are indicated. ThRCUrepairs parity inconsistencies by regenerating the
data.

Check the parity of all of your logical drives at regular intervals, and after a
power failure, or aRCU crash to ensure the integrity of parity and reduce the
chance of data loss.

To check the consistency of a logical drive, follow these steps:

1. Use up and down arrow keys to highligtarity CheckonMain Meny and
press EntelRCU displaysParity Checkmenu as shown in Figure 3-2.

Figure 3—2 Parity Check Menu

Parity Check

1. Select System Drive

2. Start Check

Choosze this option to select 3ystem drive to be checked
for consistency.

Use Cursor keys for selection, hit <ENTER> to select, <ESC> to QUIT

2. If necessary, use up and down arrow keys to highlight:
1. Select System Drive
3. Press Enter keyRCUdisplaysParity Checkscreen as shown in Figure 3-3.
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Figure 3—3 Parity Check Screen

Parity Check

lll:llllllllﬁll

og Drv

|
Log Drv 1

[felect Logical drive using cursor keyz and press <ENTER>, <E3C> to Previous Meny

4. Use up and down arrow keys to highlight logical drive you wish to check.

5. Press Enter key to select logical drive, then press Esc key to reRarit{o
Checkmenu (Figure 3-2).

6. Use up and down arrow keys to highlight:

2. Start Check

7. Press Enter keyRCU displaysParity Checkprogress screen as shown in
Figure 3—-4.

8. If check is successful, as shown in Figure 3-5, press any key to reldamto
Menu

9. If check fails, as shown in Figure 3-6, press any key to restore parity. Screen
similar to Figure 3—7 appears. Press any key again to restore Balty.
displays results of parity restoration on screen similar to that shown in Figure
3-8.
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Figure 3—4 Parity Check Progress Screen

3 07,26/96

Firmware version 2

Parity Check

Iﬁl 337 Checked — ]
Log Drv 1 | —

Parity check in progress ...

Figure 3-5 Parity Check Passed Screen

Digital Disk Array Controller - Configuration Utility, Version 4.23 07/26/96
3 Channel - 7 Target KZESC (004 MB) in Slot 1 Firmvare version 2.16

Parity Check

Em I_i— 1007 Checked ;‘

Logical drive found to be consistent. Press any key to continue.
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Figure 3—6 Parity Check Failed Screen

Firmware versio

Parity Check

100% Checked
o o ———

Check failed. The next screen will allow you to restore parity. Note that the
restored inconsistent blocks may show data loss or corruption.

Press any key to continue

R0O7GA-001

Figure 3—7 Restore Parity Screen

k Array Controller

ta.
3 Channel 7 Target SWXCR (P

Parity Check

100% Checked
oo o I

Number of inconsistent blocks is more than 100. Restoring parity doesn't
assure consistency of the Logical drive.

Press any key to continue

RO7GA-002
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3.3

Figure 3-8 Parity Successfully Restored Screen

Parity Check

100% Checked
oo B ——

Successfully restored parity. Press any key to continue.

RO7GA-003

Rebuild

Rebuilding a drive recreates a failed drive's data onto a replacement drive. You
can rebuild a drive only for configurations with redundant RAID levels (RAID 1,
RAID 0 + 1, and RAID 5). If a drive fails in a configuration without a redundant
RAID level (RAID 0, JBOD), you can not recover data from the failed drive
using theRCU.

NOTE

Upon detection of a drive failure, replace the drive
as soon as possible to minimize the chance of
data loss because of a second drive failure.

If your storage enclosure has StorageWorks Fault Management support, then the
StorageWorks RAID Array 230/Plus Subsystem controller, also known as a
KZPAC controller, will automatically start to rebuild the logical drive when you
replace a failed drive in a redundant RAID set. If a hot spare drive exists in the
shelf, then you do not have to manually rebuild the failed drive. In this case, a
rebuild will automatically start on a hot spare device in the event of a drive
failure in a redundant RAID set.

3-6
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In addition, the KZPAC controller supports queuing rebuilds. If a rebuild is in
process and a drive should fail in another drive group, the controller will start a
rebuild of that second logical drive group after completing the first rebuild,
assuming you replace the second failed drive, or another hot spare is present in
the shelf.

Use theRebuildselection on th&lain Menuof theRCUto manually rebuild a
logical drive if:

- Your storage enclosure doesn’t have StorageWorks Fault Management and a
drive fails.

- You have manually failed a drive because it was reporting excessive errors,
and you wish to return the replaced drive to the optimal state.

To manually rebuild a drive:
1. Replace failed drive with a working drive.

2. Use up and down arrow keys to highligtebuildselection orMain Menu
and press Enter key to selectRICU displays drive matrix, showing drives
and status of each.

3. Use up and down arrow keys to highlight drive with FLD (failed) status and
press Enter key to select it.

4. Pop-up window appears, similar to screen shown in FigureR3&=9 provides
option of formatting replacement drive prior to rebuilding information from
failed drive. Press Enter key to seldi® to rebuild drive without formatting,
or highlightYESand press Enter key to rebuild drive after formatting. Status
bar appears, indicating either formatting or rebuilding. After formatRaj,)
automatically begins rebuilding drive.

5. When the rebuild progress bar displays 100%, press any key to continue.
Main Menuappears.

3.3.1 Rebuild Fails

A rebuild will fail if the power on the system is lost during the time the
controller is doing the rebuild, or data can not be reconstructed correctly from
the other drives in the RAID set. The drive being reconstructed will be in the
WOL state if the rebuild fails. If the rebuild fails due to a power cycle, the user
can recover by reseating the WOL drive and restarting a manual rebuild.
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Figure 3—9 Choose whether to Format before Rebuilding

REBUILD

Tgt Chammel Number
ID o 1 2
o I [ I If
3 2 3
. 3 g
Y 5
L 3 o2

-4 Do you want to Format
5 ISI Eﬂ!mj IEI before rebuilding 7
o 1 Ll E——

YES

Choose YES to format the drive before rebuild, NO or <ESC> to just rebuild

3.4 Tools

SelectingToolsfrom theMain Menuof theRCU (Figure 3-1) displays tHEools
window with eight available options as shown in Figure 3-10:

Bad Block Table

Error Counts

Format Drive

Make Optimal

Fail Drive

Backup/Restore coig¢onfiguration)
Clear Configuration

© N o g s wDdhpRE

Print Configuration

The remaining sections of this chapter explain how to use each Dhdhe
options.
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Figure 3—10 Tools Window

Tgt Chanmel Number Tools

ID o 1 2

o 1 1 T
P Sy — 3" Moke Optinal

2 IEI IEI El_’%:l g g:ti:]iugﬁlilgz'l_:nre Cl?l'lf
s T D]l 8. Print Conf igurat ion
. CJ C3O G

v [ —

o 1 Chpyd T

Use Curszor keys for selection, press <ENTER> to select, <E3C> to Frevious Menu

3.4.1 Bad Block Table

TheBad Block Tableselection helps you troubleshoot a failed rebuild when a
disk drive fails in a redundant logical RAID drive.

Sometimes th&®CU fails to rebuild data onto a replacement disk. A rebuild
failure occurs because of errors with one of the disks from whicR@tétries
to rebuild the data.

You will know that a rebuild failed when the status of the replacement drive
remains WOL (write only). After a successful rebuild, the status of the
replacement drive changes to OPT (optimal).
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To view theBad Block Tablginvoke theRAID Configuration Utility then:

1. Use up and down arrow keys to highlidiablsoption fromMain Menuand
press Enter key to select RCU displaysToolswindow.

2. Use up and down arrow keys to highligad Block Tableption fromTools
window, and press Enter key to selecRICU displaysView Bad Block Table
window as shown in Figure 3-11. You can select:

*  View Rebuild BB;Tor
*  View Write Back BBT

Figure 3—-11 Bad Block Table Screen

REBUILD - Bad Block Table Tools

Logical Drive Block Number # Blocks 1. Bad Block Table

Error Counts

Format Driwve

Make Optimal

Fail Drive
Backup-Restore conf
Clear Configuration
Print Configuration

There are no bad block entries.

(== W=y I L b

View Bad Block Table

Uiew Rebuild BEBT

View Write Back BBT

Press any key to continue

3. Press any key to return T@olswindow. RCU clearsREBUILD — Bad
Block Tableonce you exit it.

4. Press Esc key to returniain Menu

3-10
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If the REBUILD — Bad Block Tableontains error entries, it indicates some
internal error with one of the drives which tREU used to rebuild data. If no
entries appear in tiREBUILD — Bad Block Tableheck for physical problems,
such as improperly seated drives, or loose connecting cables.

Attempt to rebuild the data onto the replacement drive again. If the rebuild fails a
second time, and bad block entries appear irREBBUILD — Bad Block Tahle
restore the data from backup media.

3.4.2 Error Counts

TheRAID Configuration Utilitykeeps a count of errors that occur while R@U

is running. You can view the number of device error occurrences and the type of
error in a table. View the table to see the number and nature of errors being
produced. Use this information to determine the reliability of a drive and whether
to replace it.

The Error Counts Table displays a maximum of 127 errors.
To view the error count for a drive:

1. Use up and down arrow keys to highliglablsoption onMain Menuand
press Enter key to select Ttoolswindow appears.

2. Use up and down arrow keys to highli@mtor Countsoption inTools
window and press Enter key to select it. Cursor appears in drive matrix.

3. Use arrow keys to select drive you want to check for errors, and press Enter
key.RCUdisplays error count window similar to Figure 3—-12.

4. After viewing error count window, press any key to returfidolswindow.
5. Press Esc key and drive no longer appears highlighted.
6. Press Esc key again to returriain Menu

The types oError Countsshown in the error count window in Figure 3—12 are
described below:

Parity Errors— A count of SCSI bus parity errors that occurred while
transferring information on the SCSI bus

Soft Errors— “Check-Condition” errors from the device, indicating a bad sector
was encountered on the device

Hard Errors— A count of hardware-related error on the RAID controller
Misc. Error — All other errors not listed otherwise
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Figure 3-12 Error Count Window

Tgt Chanmel Number Tools

ID 0 1 2

o I T T

B s 7 Fieaa

2 ISI IEI El_’;j g g:cl:]lﬂ.lgﬁlglzz?ure Cl?'l’lf

s [ Ol B Print Cont iguration

4 ISI IEI El:?] Chammel # 1

s 1 [Tl T Parity Errors © 0

o 1 [yl T Hard Exrars o
Mizc. Errors 0]

Press any key to continue

3.4.3 Format Drive

You can use thRCUto perform a SCSI format of any drive with a RDY (ready)
state, prior to using it in a drive group. It takes approximately 30 to 45 minutes
for theRCUto format a drive.

To format a disk drive:

1. Use up and down arrow keys to highligleblsoption onMain Menu,and
press Enter key to select RCU displaysToolswindow as shown in Figure
3-13.

2. Use up and down arrow keys to highlifformat Driveoption and press
Enter key to select it.

3. Cursor moves to first available drive in matrix. Drives that you can format
appear in blue, and drives that you cannot appear in gray.

4. Use up and down arrow keys to highlight drive you want to format, then press
Enter key RCU displays warning message indicating all data will be lost.

5. Use up and down arrow keys to highliytS then press Enter key to
confirm selection. Drive status changes to FMT (formatting).

6. Press Esc keyRCU prompts you to decide whether to continue.

3-12
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Figure 3—13 Tools Window
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Use Cursor keys for selection, press <ENTER> to select, <E3C> to Previous Menu

7. Use up and down arrow keys to highliftiES then press Enter key to
confirm selectionRCU begins to format drive. When formatting completes,
drive status changes from FMT to RDY.

Or, highlightNO and press Enter keRCUreturns drive status to its previous
state and cursor appearslioolswindow.

8. When formatting completes, press any key to continue, then press Esc key.
Main Menuappears.

3.4.4 Make Drive Optimal

Use theMakeOptimal selection in th& oolswindow to change the status of a

FLD (failed) drive toOPT (optimal). Normally, the only time you would want to
change a failed drive to the optimal state is if you energized or de-energized the
components in the wrong order. Changing a failed drive to optimal at any other
time may cause increased potential for data loss.

Do not useMake Optimato change the status of a drive which replaces a disk
drive that failed. Use thRebuildoption to properly replace a disk drive that has
failed. Otherwise, the drive may contain faulty data.
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CAUTION

When you use this option, ensure the integrity of
the data stored on all logical RAID drive(s) that
use the failed drive. For example, do the following:

 For drives with a redundant RAID level (RAID 1,
0+1, or 5), use the Parity Check option from the
Tools window.

* Run an operating system file integrity check.

« Run a data integrity check of your files
(application-specific).

If you detect corrupted files, you need to restore
data from backups.

To change the status of a drive to optimal, follow these steps:

1. Use up and down arrow keys to highliglublsoption fromMain Meny then
press Enter keyRCU displaysToolswindow similar to that shown in Figure
3-13, above.

2. Use up and down arrow keys to highliggtake Optimalselection fronilrools
window and press Enter key. Cursor moves to first drive in matrix available
for you to make optimal, as shown in Figure 3—-14.

3. Use arrow keys to move cursor to drive you want to change to OPT status and
press Enter keyRCU displays warning message. Press any key to continue.

4. Confirmation window appears. Use up and down arrow keys to highigft
then press Enter keRCU starts drives and changes state of selected drive to
OPT.

5. Press Esc key to return&ain Menu
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Figure 3—-14 Make Drive Optimal
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[Select drive using cursor keys. Press <ENTER> to make it Optimal, <E3C> to quit

3.4.5 Falil Drive

Use theFail Drive option to change the status of a drive to failed when you want
to prevent the KZPAC controller from writing information to it. You would do
this, for example, if you wanted to remove the drive from the storage enclosure
because you believed it was not operating properly.

Failing a drive in a RAID 0 or JBOD configuration will result in the loss of all
data, and you will need to backup the data before putting the drive in the FLD
(failed) state.

Ensure OPT (optimal) status for all drives in a RAID 1, RAID 0+1, or RAID 5
configuration before failing a drive. Failing a drive in a RAID 1, RAID 0+1, or
RAID 5 configuration with a drive already failed will result in the loss of all
data, and you will need to restore the data from backup media.

To fail a drive:

1. Use up and down arrow keys to highliglwiolsoption fromMain Menuand
press Enter key to selectRCU displaysToolswindow similar to Figure
3-13, above.

2. Use up and down arrow key to highlig#ail Drive option, and press Enter
key. Cursor appears in drive matrix. Drives you can fail appear in blue.
Drives you cannot fail appear in gray.
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3. Use up and down arrow keys to highlight drive you want to fail and press
Enter key RCU displays message similar to that shown in Figure 3-15.

Figure 3—15 Message Displayed When You Select Drive to Fail

Digital Disk Array C nf iguration Utility, Version 3.11 03-27-95
3 Chamnel - 7 Target SWX (004 MB) in Slot 1 Firmuare version 2.16
Tgt Chanmel Number Tools
ID o 1 2
1. Bad Block Table
o | Iy Il I Z. Error Counts
- 3. Format Drive
1 IEI E?Ej EI 4. Make Optimal
-1
2 IEI IEI EPT:I 6. Backup-Restore conf
—Z 7. Clear Configuration
3 EI EPTj EI 8. Print Configuration

. 3 Cd
1 /Mt

Failing an OPTIMAL drive will change its state to FAILED and will stop reads
and writes to that drive. This could change the state of the Logical drive.

Press any key to continue

4. Press any keyRCU displays confirmation window as shown in Figure 3-16.

5. Use up and down arrow keys to highliftiES then press Enter keRCU
spins down selected drive. Status of drive changes to FLD (failed), similar to
screen shown in Figure 3-17.
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Figure 3—16 Fail Drive Confirmation Message

iguration Utility, Versziom 3.11 03-27-95
Firmware version 2.16
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Choose YES to FAIL drive, ND or <ESC> to Previous Menu.

Figure 3-17 RCU Changes Drive Status to FLD
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Curszor keys for =zelection, pressz <{ENTER> to =elect, <E3SC> to Previous Menu
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3.4.6 Backup/Restore Configuration

3.4.6.1 Saving Copy of RAID Configuration on Diskette

CAUTION

If you replace a failed KZPAC controller with a
new one, and restore an outdated configuration to
it from diskette, data will be lost. Since the KZPAC
controller must have a current configuration to
locate data on the logical drives, it's important to
have a current version of the configuration on
diskette. All configuration changes, however
small, must be reflected. For example, if you
rebuild a logical drive to incorporate a hot spare
drive, you need to update the new configuration on
diskette.

Save a copy of your KZPAC controller configuration on a diskette. Because the
RCU stores the configuration on EEPROM/NVRAM on the KZPAC controller
board, if your controller ever fails, you will need to restore the configuration
from diskette after you install a new controller.

To save the configuration:

1.
2.

Insert formatted diskette in your system's floppy drive.

Use arrow keys to highligfitoolsoption fromMain Meny and press Enter
key to select itRCUdisplaysToolswindow as shown in Figure 3—13, above.

Use up and down arrow keys to highli@ackup/Restoreonfoption. Press
Enter key to select it. Brief message appears explaining this option.

Press any key to continugackup/Restore Confindow appears as shown in
Figure 3-18.

Use up and down arrow keys to highli@atckupConfigurationfrom
Backup/Restore Cowfption, and press Enter key to selecRICU prompts
you to enter name for file.

On Intel-Based systems enter path, for exangle, and appropriate file

name with up to eight characters, not including file extension. On Alpha-
Based systems enter only eight-character filename and character extension.
Then press Enter keRCU displays message asking whether it should
overwrite existing file.

3-18
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Figure 3—18 Backup/Restore Configuration Window
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Use cursor keys to choose option. Press <ENTER> to select, <ESC> to quit.

7. Use up and down arrow keys to highliftES then press Enter key to
overwrite existing file. Message appears, indicating R@lt) is saving
configuration.Backup/Restore Confindow appears wheRCU finishes
saving configuration.

Or,

Use up and down arrow keys to highlighd, then press Enter key to return
to Backup/Restore Confindow without saving file.

8. Press any key, then press Esc key to Biain Menuappears.

3.4.6.2 Restoring RAID Configuration onto New Controller

If your RAID controller fails, you will need to restore the configuration
information onto the new KZPAC controller. You can restore the RAID
configuration information if you saved a copy of the configuration on a diskette.

To restore the configuration:
1. Insert diskette with previously saved configuration into floppy drive.

2. Use up and down arrow keys to highligluiolsoption fromMain Menuand
press Enter key to select it.
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3. Use up and down arrow keys to highli@f@ckup/Restore comiption from
Tools window, then press Enter key to selecBiéickup/Restore Conf
window appears witBackup Configuratioroption highlighted as shown in
Figure 3-18, abovedRCU prompts you to use caution. Press any key to
continue.

4. Use up and down arrow keys to highligtgstore Configuratiarthen press
Enter key to seled®estore Configuratiooption.RCU prompts you for file
name.

5. On Intel-Based systems, enter path, for exangle,, and name of saved
configuration file. On Alpha-Based systems, enter name of saved
configuration. Then press Enter k&CU prompts you to confirm that you
want to restore.

6. Use up and down arrow keys to seMES then press Enter keRCU begins
reading file and prompts you again to confirm that you want to restore
configuration.

7. Use up and down arrow keys to seMES then press Enter keRCU writes
configuration to Flash EEPROM/NVRAM and indicates when it has
successfully restored configuration.

8. Press any key to continue.
9. Press Esc key to returniain Menu

3.4.7 Clear Configuration

This option provides you with a quick way to delete the existing RAID
configuration when you want to delete it without immediately creating a new
one. You may want to use this option when moving the controller to another
system without moving the attached hardware. Otherwise, udéethe
Configurationoption, which clears the configuration and then prompts you to
create a new one.

To clear the configuration:

1. Use normal procedures to back up information stored on your array prior to
clearing configuration.

2. Use up and down arrow keys to highligluiolsoption onMain Meny then
press Enter keyl'oolswindow appears.

3. Use up and down arrow keys to highlighéar Configurationoption inTools
window, then press Enter key.

3-20
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3.4.8 Print Configuration, Intel-Based

You can view your configuration by printing out a hard copy representation of it.
To print a representation of your configuration:

1. Use up and down arrow keys to selBatlsoption fromMain Menu,then
press Enter keyloolswindow appears as shown in Figure 3—13, above.

2. Use up and down arrow keys to highligtiint Configurationoption from
Toolswindow, then press Enter key. Prompt appears:

Enter File Name

3. To create configuration save file in current directory, enter a file name with
up to 8 characters plus extension. For example, type:

config.sav

To create configuration save file in root directory of C: drive, type:
c:\config.sav

Press Enter key. Prompt appears:

Existing File, if any will be overwritten!

4. Use up and down arrow keys to highliytES then press Enter key if you
want to create file with name that you specified. If file with same name
already existsRCUwill write over it. Use up and down arrow keys to
highlight NO, then press Enter key to return to previous menu without
creating file. If you selecYES prompt appears:

Saved configuration print file. Press any key to continue.

5. Press any key arbolswindow appears. Press Esc key to returiain
Menu.

6. Press Esc key agaRCU prompts you to confirm that you want to exit
utilities.

7. Use up and down arrow keys to highliytES,then press Enter key to exit
RCU. MS-DOS prompt appears.
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8. At MS-DOS prompt type:
print filename

where filename is name you specified for print configuration file, including path,
if any. For example, type:

print c:\config.sav
File similar to the following prints on printer attached to your computer:

Digital Disk Array Controller - Configuration Utility *
*Version 4.27 *

CONFIGURATION INFORMATION OF :

1 Channel - 7 Target KZPAC in Slot 3 Firmware version 2.40
DRIVE GROUP INFORMATION :

Number of drive groups = 1
Group 0: [0:0]

LOGICAL RAID DRIVE INFORMATION :

Number of Logical RAID Drives = 1
Log. Drv # Phy. Size Raid Level Eff. Size Write Policy

0 4004 MB 5 3003 MB Write Thru
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3.4.9 Print Configuration, Alpha-Based

You can view your configuration by printing out a hard copy representation of it.
To print a representation of your configuration:

1. Use up and down arrow keys to selBatlsoption fromMain Menu,then
press Enter keyloolswindow appears as shown in Figure 3—13, above.

2. Use up and down arrow keys to highligtiint Configurationoption from
Toolswindow, then press Enter key. Prompt appears:

Enter File Name

3. To create configuration save file in current directory, enter a file name with
up to 8 characters plus extension. For example, type:

config.sav
Press Enter key. Prompt appears:
Existing File, if any will be overwritten!

4. Use up and down arrow keys to highliytES then press Enter key if you
want to create file with name that you specified. If file with same name
already existsRCUwill write over it. Use up and down arrow keys to
highlight NO, then press Enter key to return to previous menu without
creating file. If you selecYES prompt appears:

Saved configuration print file. Press any key to continue.

5. Press any key arbolswindow appears. Press Esc key to returiain
Menu.

6. Press Esc key agaRCU prompts you to confirm that you want to exit
utilities.

7. Printconfig.sav  (or name you specified) from any machine that can read
a MS-DOS based file.
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Downloading New Controller Firmware

This appendix documents the firmware downloading function.

CAUTION

Please read the current release notes for the
latest instructions on downloading firmware.

A.1 Firmware Downloader Description
There are two ways to specify command line parameters for the firmware
download utility: an explicit name for the download image for each controller in
the system, up to four, and the -v option where the same image is used for each
controller in the system.
If you have a mix of different types of RA200 RAID controllers, then you must
explicitly specify the firmware for each controller.

A.1.1 Intel-Based Systems

A.1.1.1 Explicit Image Name

1. Insert diskette labeled StorageWorks RAID Array 230/Plus Software RAID
Configuration Utility for Intel Systems into floppy drive and boot system
from it.

2. Screen displays promps:\RA200RCU>

3. After prompt type:
A:\RA200RCU> RA200FL.EXE xxxX yyyy zzzz aaaa

wherexxxx, yyyy, zzzz, aaaa are firmware image names; for
example SWXCRFWP.240
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Dummy parameters can be specified if you do not wish to load firmware for a
specific controller. Leavingyyy in the command above would cause the
second controller’s firmware not to be changed.

The order in which you specify the image name depends on the machine and
the order in which the boards are identified. Usually, any EISA boards will be
identified first.

4. Press Enter key. Firmware loads onto controllers.

A.1.1.2 -v Option

1. Insert diskette labeled StorageWorks RAID Array 230/Plus Software RAID
Configuration Utility for Intel Systems into floppy drive and boot system
from it.

2. Screen displays prompi:\RA200RCU>
3. After prompt type:

RA200FL.EXE -v xxxx

wherexxxx is version of firmware; for exampl@40
4. Press Enter key. Firmware loads onto controllers.

A.1.2 Alpha-Based Systems

A.1.2.1 Explicit Image Name

1. Invoke ARC console menu shown in Figure A-1. Consult your Alpha-Based
system documentation for this procedure.

2. Insert diskette labeled StorageWorks RAID Array 230/Plus Software RAID
Configuration Utility for Alpha Systems into floppy drive.

3. SelecRun a progranoption from AlphaBoot menuSystem displays
Program to run:prompt.

4. After prompt type:
RA200FL.EXE xxxX yyyy zzzz aaaa

wherexxxx yyyy zzzz aaaa are firmware image names; for example,
SWXCRFWP.240

Dummy parameters can be specified if you do not wish to load firmware for a
specific controller. Leavingyyy in the command above would cause the
second controller’s firmware not to be changed.
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The order in which you specify the image name depends on the machine, and
the order in which the boards are identified. Usually, any EISA boards will be
identified first.

Figure A-1 ARC Console for Alpha-Based System

ARC Multiboot Alpha AXP Version 4.31
Copyright (c) 1993-1995 Microsoft Corporation
Copyright (c) 1993-1995 Digital Equipment Corporation

Boot Menu
Boot Windows NT
Boot an alternate operating system
Run a program
Supplementary menu ...

Use the arrow keys to select, then press Enter.

5. Press Enter key. Firmware loads onto controllers.

A.1.2.2 -v Option

1. Invoke ARC console menu shown in Figure A-1. Consult your Alpha-Based
system documentation for this procedure.

2. Insert diskette labeled StorageWorks RAID Array 230/Plus Software RAID
Configuration Utility for Alpha Systems into floppy drive.

3. SelecRun a progranoption from AlphaBoot menuSystem displays
Program to run:prompt.

4. After prompt type:
RA200FL.EXE -v xxxx

wherexxxx is version of firmware; for exampl240

5. Press Enter key. Firmware loads onto controllers.
CAUTION

Please read the current release notes for the
latest instructions on downloading firmware.
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