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Abstract: The purpose of this documentation is to demonstrate the
configuration steps for an entry level SAN environment. In this
paper the Fibre Channel Arbitrated Loop (FC-AL) Switch 8 is used
to connect different clusters and stand-alone servers from various
operating systems including the following: Windows NT Server
Enterprise Edition, Windows 2000 Advanced Server, NetWare 5.1
and Red Hat Linux 7.0.

There are three-configuration scenarios in this paper:

1. Multi-Cluster Non-Redundant Configuration
+ Windows 2000 Advanced Server Cluster Service
(MSCS)
+» Windows NT Server Enterprise Edition Cluster
Server (MSCS)
« NetWare 5.1 Cluster Services (NCS)

2. Cluster and Stand-alone Non- Redundant Configuration

«  Windows 2000 Advanced Server Cluster Service
(MSCS)

«» Windows NT Server Enterprise Edition Cluster
Server (MSCS)

« Stand-alone Servers

o Windows 2000 Advanced Server

0 NetWare5.1 Server

0 RedHat Linux 7.0 Server

3. Redundant Configuration
« Windows NT Server Enterprise Edition Cluster
Service (MSCS)
+ NetWare 5.1 Cluster Services (NCS)

«» Standalone Windows NT Server 4.0
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Introduction

A Storage Area Network (SAN) is designed for multiple host servers to have access to a network
of storage devices. It allows servers to share storage without impacting system performance on
the primary communication network. The Compaqg StorageWorks RAID Array 4000/4100 based
SAN Solution configuration supports multiple servers and/or clusters running different operating
systems.

The RA4100 SAN Solutions is an affordable SAN that simplifies storage management, manages
explosive data growth, and reduces system downtime. This solution consolidates storage for
multiple servers to one centralized SAN. By integrating primary and secondary storage on the
same SAN, the RA4100 SAN Solutions increases availability, scalability, and system
performance. The RA4100 SAN Solutions makes configuring, managing, and maintaining
storage resources efficient and easy to use.

The RA4100 SAN Solutions configuration can include Compaq and multi-platform x86 servers
running different operating systems such as Windows, NetWare, Linux, and UnixWare.
Components are interconnected through the Compaq StorageWorks FC-AL Switch 8 with an
optional 3-port expansion module.

This configuration and setup white paper describe some of the configurations that are supported
in the RA4100 SAN Solutions. This paper is served as a guide to set up your configurations.

147E-0101A-WWEN
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Compaqg SAN Solutions

SAN Solutions

Non-Redundant Configuration

The RA4100 SAN Solutions non-redundant configuration supports stand-alone servers,
clusters, and a combination of the two. This solution supports different operating systems
mixed on the same Compaq StorageWorks FC-AL Switch 8. All serversin the SAN
environment have only one Fibre Channel Host Bus Adapter (HBA) connected through
one Compaqg StorageWorks FC-AL Switch 8. Thisis asingle loop environment.

Redundant Configurations

The RA4100 SAN Solutions Redundant configuration is a dual loop environment. This
solution also supports different operating systems mixed on the same Compaq
StorageWorks FC-AL Switch 8. All serversin the SAN have two Fibre Channel Host
Bus Adapters (HBA) connected through two Compaqg StorageWorks FC-AL Switch 8.
These two loops are independent, if one of the loops fails, the other loop will perform the
tasks.

Mixed Redundant and Non-Redundant Configuration

The RA4100 SAN Solutions mixed configuration supports stand-alone servers, clusters,
and a combination of the two with non-redundant and redundant paths. This solution also
supports different operating systems mixed on the same Compaq StorageWorks FC-AL
Switch 8.

Tools used to configure SAN

Compaq StorageWorks FC-AL Switch 8 Management Utility

147E-0101A-WWEN

The Compag StorageWorks FC-AL Switch 8 Management Utility uses a web browser to
monitor and manage the status and port policy of the Compaqg StorageWorks FC-AL
Switch 8.

Port policies are used to control the access and broadcasting method of the Compag
StorageWorks FC-AL Switch 8. It is managed by Intelligent LI1P (Loop Initialization
Primitive) Control (ILC).

ILC is an advanced method of managing loop initialization events. A Loop Initialization
Primitive (L1P) being issued by a device on the arbitrated loop prompts Loop
initialization. The LIP can be issued at any time and is potentialy disruptive if issued
during frame transfer. If such a disruption occurs, error-handling code a the driver or
application layer is triggered by a timeout to prevent 1/O errors or data corruption. ILC
avoids the disruption in the first place by holding the LIP, up to a certain maximum
period, until a minimum gap in frame transfer occurs.

A LIP may be triggered for several reasons, such as adding a new device. The new device
can be aformer participant that has been powered on or an active device that has been
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moved from one switch port to another. A LIP occurrence can cause an undesirable
disruption of an ongoing process on the SAN.

LIP Propagation Policy (Port Policy) allows administrators to prevent LIPs generated by
initiators to propagate to other ports, thus eliminating the impact of unnecessary LIPsin
the data flow. When LIP Propagation is prevented the Compaqg StorageWorks FC-AL
Switch 8 will provide discovery information needed by the initiator, and targets are not
disrupted. This policy isimplemented on a per port basis.

Note: Refer to “ Compag StorageWorks Fibre Channel Arbitrated Loop Switch 8 (FC-AL Switch
8) User Guide” for further information.

Selective Storage Presentation (SSP)

Selective Storage Presentation (SSP) is an RA4000 controller firmware feature. RA4000
controller is the controller used in the Compag StorageWorks RA4000/4100. It is a new
access control feature that allows multiple hosts running multiple applications on the
SAN to have controlled access to the Compaq StorageWorks RA4000/4100 storage
system on the SAN. This selective access alows policies to be set as to which application
can access which storage enclosure. The access can be controlled down to alogical
volume level.

The RA4100 SAN Solutions integrates SSP functionality, which allows customers to
allocate and restrict data access at the logical drive level and permits the sharing of
storage devices between servers, including servers running different operating systems.
SSP guarantees that the volumes created on a single storage subsystem can only be
accessed by designated servers, allowing non-cooperating heterogeneous and
homogeneous servers to share a storage subsystem without one server corrupting data
from another. SSP partitions storage but, at the same time, prevents non-cooperating
servers running different operating systems from sharing the same logical drives.

Note: Configuration restrictions of Compaq StorageWorks RA4000/4100 are listed at the end of
this section. Storage systems allocated to a cluster cannot be shared with any other cluster or
standalone server. For more information check on http://www.compag.com/storage

Compag Array Configuration Utility (ACU) v2.50 or higher

147E-0101A-WWEN

The ACU uses a graphical user interface (GUI) to help configure an RA4100 SAN
Solutions. This GUI is used to configure the RA4000/4100 controller, add additional disk
drives to an existing configuration, and reconfigure an array controller.

The SSP functionality is implemented in the array controller firmware, operating system
drivers, and the ACU. In addition to making it easy to configure and expand the number
of disk drive arrays, the ACU provides a means of mapping the worldwide names of
server HBASs to connection names and setting up access control lists for logical drives
based on worldwide or connection names.
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Compaqg Redundancy Manager (CRM)

The CRM software is a redundancy management solution, which provides a range of
functionality for Windows NT 4.0 servers using the Compag StorageWorks
RA4000/4100 storage system. The CRM software provides the ability to configure the
environment using redundant Compaq StorageWorks Fibre Channel Host Bus Adapters
(HBA) and redundant Compag StorageWorks RA4000/4100 Controllers.

The CRM can automatically configure multiple paths, with the first available path being
set as active and the next path as standby. Once the environment is configured, the CRM
provides redundancy and path management for the configuration.

The CRM software operates on Compaq ProLiant Servers and supports the following
operating systems:

R/

«»» Microsoft Windows NT Server 4.0 (stand-alone configurations)

®

% Microsoft Windows NT Server Enterprise Edition (cluster configurations)

The CRM (Fibre Channel) features include:

= Active/Standby paths - enables two or more HBAS to have active and standby
paths on a Fibre Channel Arbitrated Loop.

= Active/Active paths - enables two or more host bus adapters to have active paths
on a Fibre Channel Arbitrated Loop. (Required at lease two RA4000/4100's).

= |/Oload balancing - allows online load balancing using two or more host bus
adapters and Compag StorageWorks RA4000/4100s.

= HBA failover - allows host bus adapters to failover al 1/O between the adapters,
either manually for maintenance or automatically due to failure.

= Event logging - provides descriptive event logging of informational, warning,
and error messages.

= Graphical User Interface (GUI) - provides an easy-to-use GUI for configuring
and viewing of the current configuration.

Compag SANworks Secure Path for NetWare

Compag SANworks Secure Path for NetWare is a high-availability software product that
manages and maintains continuous data access to the Compag StorageWorks RA4000/4100
storage system.

Secure Path eliminates the array controllers, HBAs, and interconnect hardware (cables, hubs or
switches, and connectivity devices) as single points of failure in the storage system. Through the
deployment of redundant hardware and advanced RAID technology, Secure Path enhances fault
tolerance and storage system availability by providing automated failover capability.

Redundant physical connections define separate physical “paths’ in a Secure Path configuration.
Each path originates at a unique HBA port on the server, and ends at a unique controller port in
the storage system.

147E-0101A-WWEN
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Features

Secure Path provides the following features:

Allows a single instance of Secure Path Manager (SPM) to control NetWare and
Windows hosts simultaneously.

Allows StorageWorks dual-controller systems and host servers equipped with multiple
HBAs to have redundant physical connectivity along a FC-AL.

Monitors each path and automatically re-routes 1/0 to a functioning alternate path if an
HBA, cable, hub, switch, or controller failure occurs.

Determines the “health” of available storage units and physical paths through the
implementation of path verification diagnostics.

Monitors and identifies failed paths and failed-over storage units.

Automatically restores failed-over storage units and repairs paths with auto-failback
capability enabled.

Implements anti-thrash filters to prevent failover/failback effects caused by marginal or
intermittent conditions.

Detects failures reliably without inducing false or unnecessary failovers.
Implements failover/failback actions transparently without disrupting applications.

Provides client/server remote management capability and multiple storage system
support.

Configuration Restrictions

1. Clustered Compag StorageWorks RA4000/4100 storage systems cannot be shared or

owned by more than one Windows NT 4.0 or Windows 2000 cluster. This means that
each RA4100 storage cabinet used by a Windows NT 4.0 or Windows 2000 cluster must
be dedicated for use exclusively by that cluster. That storage cabinet cannot be accessed
by any other servers outside of the cluster.

RA4000/4100 storage systems owned by a Windows NT or Windows 2000 cluster cannot
be shared with stand-alone servers.

Redundant RA4000/4100 storage systems cannot be shared with non-redundant servers.
This means that a redundant storage system can only be accessed by servers that contain
dual Host Bus Adapters (HBAS) connected to separate FC-AL Switch 8 connections. The
servers may be clustered or stand-alone, but they must have dual HBAS.

A server supports only a single or redundant path to the SAN (that is, a server cannot
attach to multiple SANS). If a server contains dual HBAS, both of them must be
connected to the same dual path infrastructure.

Note: For the most current configuration restrictions, visit the Compag website at
http://www.compag.com/storage

147E-0101A-WWEN
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Compaq SAN Solutions Configuration

The RA4100 SAN Solution isideal for workgroups or departments that want to deploy primary
and secondary storage solutions across servers on the same SAN. This solution allows
workgroups and departments to share their departmental applications while avoiding the cost of
an enterprise-level SAN. The RA4100 SAN Solution features include the following:

1. Support for heterogeneous operating systems, such as Windows, NetWare, Linux, and
UnixWare, that access storage through the Compag StorageWorks FC-AL Switch 8.

2. Support for redundant and non-redundant stand-alone servers, clusters, or a combination
of the two.

3. Eight ports for high-performance switch connection of components using the Compaq
StorageWorks FC-AL Switch 8 with the option to expand to eleven ports using the
StorageWorks 3-Port Expansion Module (PEM).

4. Shared consolidated storage enabling business applications to be decentralized and
specidized.

To demonstrate the features of SAN Solutions, three configurations are presented in this paper.

147E-0101A-WWEN
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Configuration Scenario

Multi-Cluster Non-Redundant Configuration

There are six systems (Server A, B, C, D, E, F) and four Compaqg StorageWorks RA4000/4100 in
this configuration. Each of the servers has only one HBA connected to one FC-AL Switch 8 with
PEM. Each of the storage subsystems will have one to three logical drives (LD) according to the

following configuration:

Hardware Configuration:

System:

Server Name Operating System

MW360W21 Windows 2000 Advanced Server

MW360W22 Windows 2000 Advanced Server

MW360NT1 Windows NT Enterprise Edition Server

MW360NT2 Windows NT Enterprise Edition Server

MW360NW1 NetWare 5.1

MW360NW2 NetWare 5.1

Storage Subsystem:

Worldwide 1D Logical drives created Can be accessed by server

D952DBX 10030 Logical Drive 1 MW360W21, MW360W22
Logical Drive 2 MW360W?21, MW360W?22
Logical Drive 3 MW360W?21, MW360W22

D952DBX 10056 Logical Drive 1 MW360W?21, MW360W?22

D952DBX 10063 Logical Drive 1 MW306NT1, MW360NT2
Logical Drive 2 MW306NT1, MW360NT2
Logical Drive 3 MW306NT1, MW360NT?2

D931DBX 10140 Logical Drive 1 MW360NW1, MW360NW2
Logical Drive 2 MW360NW1, MW360NW?2
Logical Drive 3 MW360NW1, MW360NW?2

147E-0101A-WWEN
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10

In this configuration, there are three clusters.

1. Windows 2000 Advanced Server cluster formed by two servers and two external shared
storage subsystems.

a

b.
C.
d.

Server MW360W21

Server MW360W22

RA4000 controller ID D952DBX 10030 (three 9.1GB drives attached).
RA4000 controller ID D952DBX 10056 (three 9.1GB drives attached).

2. Windows NT Server Enterprise Edition cluster formed by two servers and one externa
shared storage subsystem.

a Server MW360NT1

b.
C.
3. NetWare 5.1 cluster formed by two servers and one external shared storage subsystem.

Server MW360NT2
RA4000 controller ID D952DBX 10063 (three 9.1GB drives attached).

a Server MW360NW1
b. Server MW360NW?2

C.

147E-0101A-WWEN

RA4000 controller ID D931DBX 10140 (three 18.1GB drives attached).
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11

Cluster and Stand-alone Non-Redundant Configuration

Hardware Configuration:

System:
Server Name Operating System
MW360W21 Windows 2000 Advanced Server
MW360W22 Windows 2000 Advanced Server
MW360W?23 Windows 2000 Advanced Server
MW360NW1 NetWare 5.1
MW360LX1 Red Hat Linux 7.0
MW360NT1 Windows NT Enterprise Edition Server
MW360NT?2 Windows NT Enterprise Edition Server
Storage subsystem:
Worldwide 1D Logical drives created Can be accessed by server
D952DBX10030 | Logica Drive 1 MW360W21, MW360W22
Logical Drive 2 MW360W21, MW360W22
Logical Drive 3 MW360W21, MW360W22
D952DBX 10041 | Logical Drive 1 MW360W?23
Logical Drive 2 MW360NW1
Logical Drive 3 MW360L X1
D952DBX10163 | Logical Drive 1 MW360NT1, MW360NT?2
Logical Drive 2 MW360NT1, MW360NT2
Logical Drive 3 MW360NT1, MW360NT?2

Each server in this configuration has one HBA and is connected through one Compaqg

StorageWorks FC-AL Switch 8 with PEM.

147E-0101A-WWEN
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12

In this configuration, there are two clusters and three stand-alone servers.

1. Windows 2000 Advanced Server cluster formed by two servers and one storage
subsystem.

a

b.

C.

Server MW360W21
Server MW360W22
RA4000 controller ID D952DBX 10030 (three 9.1GB drives attached).

2. One stand-alone NetWare 5.1, one standalone Linux Red Hat 7.0 and one stand-alone
Windows 2000 Advanced Server sharing one storage subsystem.

a

b.
C.
d.

Server MW360W23 (Windows 2000 Advanced Server)

Server MW360NW1 (NetWare 5.1)

Server MW360L X1 (Linux 7.0 Red Hat Server)

RA4000 controller ID D952DBX 10041 (Six 9.1GB drives attached).

3. NT 4.0 Enterprise Edition Server cluster formed by two servers and one storage
subsystem.

a Server MW360NT 1

b.
c.

Server MW360NT?2
RA4000 controller ID D952DBX 10063 (three 9.1GB drives attached).

Note: Before adding an HBA to the Linux Server, the administrator needs to write down the

Worldwide ID of the HBA. The Worldwide ID is the serial number labeled on the HBA. In the

Linux environment, there is not a location record that indicates which HBA is local to the Linux

server.

Not all HBAs can be accessed by Linux. Compag suggests a Compag 64-Bit/66- MHz PCI -to-
Fibre Channel Host Bus Adapter to be used in this configuration.

147E-0101A-WWEN
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Redundant Configuration

In the redundant configuration, there are two data flow loops to provide high availability to the
SAN environment. In order to achieve the dual-loop environment, two Compag StorageWorks
FC-AL Switch 8 are required. All servers will have two HBAs. All Compaq StorageWorks

RA4000/4100 will have two controllers.

Hardware Configuration:

System:

Server Name Operating System

MW360NT1 Windows NT Enterprise Edition Server

MW360NT2 Windows NT Enterprise Edition Server

MW360NW1 NetWare 5.1

MW360NW2 NetWare5.1

MW360NT3 Windows NT Enterprise Edition Server

Storage subsystem:

Worldwide 1D Logical drives created Can be accessed by server

D952DBX10041 Logical Drive 1 MW360NT1, MW360NT2
Logical Drive 2 MW360NT1, MW360NT2

D952DBX 10063 Logical Drive 1 MW360NT1, MW360NT2

D952DBX 10056 Logical Drive 1 MW360NT1, MW360NT2

D952DBX 10040 Logica Drive 1 MW360NW1, MW360NW2
Logical Drive 2 MW360NW1, MW360NW2

D952DBX 10130 Logical Drive 1 MW360NT3

147E-0101A-WWEN
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14

In this configuration, there are two clusters and one stand-alone server.

1. Windows NT Server Enterprise Edition cluster formed by two servers and three storage

subsystems.

a

b.
c.
d.

(S

Server MW360NT1
Server MW360NT2
RA4000 controller ID D952DBX 10041 (three 9.1GB drives attached).
RA4000 controller ID D952DBX 10063 (three 9.1GB drives attached).
RA4000 controller ID D952DBX 10056 (three 9.1GB drives attached).

2. NetWare 5.1 cluster formed by two servers and one storage subsystem.

a

b.

C.

Server MW360NW1
Server MW360NW2

RA4000 controller ID D931DBX 10140 (three 18.1GB drives attached).

3. One Window NT 4.0 standalone server with one storage subsystem.

a

b.

147E-0101A-WWEN

Server MW360NT3
RA4000 controller ID D952DBX 10030 (three 9.1GB drives attached).
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Multi-Cluster Non-Redundant Configuration

Multi-Cluster Non-Redundant Configuration

= Windows 2000 Advanced Server MSCS
=  Windows NT Server Enterprise Edition MSCS
* NetWare5.1 NCS

Pre-configuration assumptions:

1. Beforeinstaling the OS on the servers, al of the Compaq StorageWorks RA4000/4100
that belong to this configuration should be powered up. Then power on each system to
install the OS.

2. Windows NT Server Enterprise Edition is properly installed, NTSSD and Service Pack
6a have been applied to both servers (MW360NT1, MW360NT?2).

3. Windows 2000 Advanced Server is properly installed, the Compag Support Pag (CSP)
and Windows 2000 Service Pack 1 have been applied to both servers (MW360W21,
MW360W22).

4. NetWare 5.1 is properly installed, the Compag Novell NetWare SSD and Service Pack 1
have been applied to both servers (MW360NW1, MW360NW2).

5. The six servers are attached to port 1 through 6 of the Compaq StorageWorks FC-AL
Switch 8.

6. All the StorageWorks RA4000/4100s and the Compaq StorageWorks FC-AL Switch 8
w/PEM should be flashed with the latest firmware If any previous configurations exist,
use the Compag ACU to delete any configuration on the array controllers.

7. No cluster software isinstalled on any of the servers.

Port Policy Configuration

As described in the previous section, the LIP Propagation Policy allows administrators to prevent
LIPs generated by initiators to propagate to other ports, thus eliminating the impact of
unnecessary LIPs in the data flow. The administrator can either block a device to prevent
interrupt or non-block a device to enhance the performance.

In the FC-AL environment, the administrator should enable L1P on the storage subsystems and
disable LIP on the servers.

The Compagq FC-AL Management Utility is used to configure the Compaqg StorageWorks FC-AL
Switch 8. Aninternet browser is used to access the management tool. SNMP is used to
communicate with the Compag StorageWorks FC-AL Switch 8.

The configuration steps are as follows:

1. Use an Ethernet RJ-45 cable to connect the Compaq StorageWorks FC-AL Switch 8 to the
network. This connection is used to provide management functionality through SNMP. By
default, the Compaq StorageWorks FC-AL Switch 8 is configured to use an |P address of
127.0.0.1. To change the |P address, use aterminal emulator that is connected to the serial

147E-0101A-WWEN
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port on the switch. The Compaq StorageWorks FC-AL Switch 8 runs at 10mb/sec. Make sure
the network hub that the Compag StorageWorks FC-AL Switch 8 is attached to supports
10mb/sec.

Note: Refer to the “ Compaq StorageWorks Fibre Channel Arbitrated Loop Switch (FC-AL
Switch 8) User Guide” for additional information.

2. To enable the SNMP service on the Windows 2000 Advanced Server, open the property sheet
of the SNMP service. Select the “ Traps’ tab. Use “public” for the community name.

SHNMP Service Properties (Local Enmpul:e'iﬁ-::: 3 illl

Generall Log EInI Heu:u:uver_l,ll Dependenciesl Agent  Traps |Seu:urit_u|

The SMMF Service provides network management over TCF/P
and |F/S5Px pratocols. IF traps are reguired, one or more
comrunity names must be specified. Trap deshinations may be
host namesz, |P addreszes or [P« addresses.

— Community name
[pubid =l pediofe |

Remowve from lizt |

Trap destinations:

Add... Edit... Remove

Ok I Cancel Apply

147E-0101A-WWEN
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3. Select the “ Security” tab and add the “private” community with “Read Create” rights.

SNMP Service Properties (Local Computer) ] e B

Generall Log EInI Fieu:u:uveryl Dependenciesl Agent I Traps  Securty |

¥ Send authentication trag

—Azcepted community narmes

Carmmunity | Rightz |

public: READ OMLY

private READ CREATE
Add... Edit... Remove

e Accept SHMP packets from any host
— " tccept SHMP packets from these hosts

bdd. | Edi. | | Femove |

Ok I Cancel | Spply

4. Microsoft Internet Explorer 5.0 or higher is required to access the management utility. Before
the browser can access the Compaq StorageWorks FC-AL Switch 8, it needs to be
configured. Open the properties of Internet Explorer.

147E-0101A-WWEN
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5. Inthe properties of Internet Explorer, select the “ Advanced” tab.
General Security | Cankent I Cannections I Programs I Advanced I
Select a Web conkent zone to specify its security settings,

® & 0 @

Internet Local intranet  JGOEGCERE=H — Restricked
sites

Trusted sites

This zone contains YWeb sites that Sl |
wou brust not ko damage wour —

computer or data,

—aecurity level For this zone

Custom

Custom settings,
- T change the settings, click Custorn Level,
- To use the recommended settings, click Default Level,

Custom Lewvel., .. | Defaulk Level |

(o] I Cancel | Apply |

6. Inthe"“Settings.” window of the “Advanced” tab, scroll down to find the Microsoft VM
section. Enable al of the Microsoft VM options.

Internet Properties ﬂﬁl

General I Security I Conkent I Conneckions I Programs Advanced I

Setkings:

& Always ﬂ
O Hover
O Never
O use inline AutaComplete
Use smoath scrolling
V& HTTP 1.1 settings
Use HTTP 1.1
IJse HTTP 1.1 through proxy connections
@ Microsoft WM
Java console enabled (requires restart)
Java logging enabled
JIT compiler For wirkual machine enabled (requires restart)
% rMultimedia
O always show Internet Explorer (5.0 or later) Radio toolbar
Play animations

Play sounds i
| | »
Restore Defaults |

ol I Cancel | Apply |
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Note: A bug in an older version of the Microsoft Internet Explorer JVMs will prevent the applet
from working unless the switch’s | P address maps to avalid FQDN in the DNS server used by the
browser host.

7. Open the “Internet Explorer” property sheet and click on the “ Security” tab. Select the
“Trusted” sitesicon. Click on the “Sites” button to add the Compaqg StorageWorks FC-AL
Switch 8 IP address/Host name to the trusted sites.

Internet Properties : 21l

General SEecUrity | Conkent I Connections I Programs I Advanced I

Select a Web conkent zone to specify its security settings.

Restricked
sites

Inkternet

Trusted sites
This zone contains YWeb sites that Sl |
wou brust not ko damage wour —

computer or data,

—Security level For this zone

Custom

Custom settings.
- T change the settings, click Custom Level,
- To use the recommended settings, click Default Lewel,

Custom Level, ., | DeFaulk Level I

[8]'4 I Cancel | Apply |

8. Add the hostname or the IP address of the Compag StorageWorks FC-AL Switch 8 to the
“Add this Web site to the zone:” field. The default |P address for the Compag StorageWorks
FC-AL Switch 8is127.0.0.1. To fit into the I P address schema of this test configuration, we
have changed the Compaq StorageWorks FC-AL Switch 8 to 20.20.100.80. Uncheck
“Require Server verification (https:) for al sitesin this zone” in the check box. Click “OK” to
leave this page.
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‘fou can add and remove VWeb sites From this zone. All Web sites
in this zane will use the zone's security settings.

add this Web site to the zone:

eh sites:

B

Remave

[™ Require server verification (https:) For all sites in this zone

QK | Cancel

9. Once the “Internet Properties’ page comes back, select the “ Security” tab and click on the
“Custom Level” button at the end of the page.

Internet Properties i fd |
General  Security |Cu:|ntent I Conneckions I Programs I fdvanced I
Select a Web content zone ko specify its security settings,

® & 0 ©

Inkernet Local intranet  JENEERREEE — Festricked
sites

Trusted sites
This zone contains web sites that St |
wou krust not ko damage wour —

compuker or data.

—Security level For this zone

Custom
Custom settings.
- To change the settings, click Custom Lewvel,
- To use the recommended settings, click Default Level,

Custam Level... | Default Level |

(a]'4 I Cancel | apphy |

10. At the “ Security Settings’ page, scroll down to the “Microsoft VM” section. Set the “Java
permissions’ to “Custom”. Then click the “Java Custom Settings’ button at the bottom of the

page.
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Security Settings ﬂﬂ

Settings:

O Prompt d
% Microsoft Y1
@ Java permissions
& Custom
O Disable lava
{O High safety
O Low safety J
O Medium safety
@ Miscellaneous
@ Access data sources across domains
O Disable
& Enable

) Prompt
e T T [ P [ T - o
| | »

—FReset custom setkings

Reset ko: |L|:|w j Reset |
Jawa Cuskomn Setkings. .. | Ok I Cancel |

11. Click the “Edit Permissions’ tab in the “ Trusted sites’ page. Set the Unsigned Content to
“Run in sandbox”, and “Enable” access to all network addresses.

Yiew Permissions  Edit Permissions |

& Unsigned Content -
ﬁ Fun Unzigned Content
® Funin sandbox
) Dizable
D Enable
@ Additional Ungigned Permizzions
& Aceess to all Files
® Disable
O Enable
-ﬂ Accezs to all Metwork Addresses
O Disable
® Enable
& Evecute
® Disable
O Enable

-ﬂ [nalogs ;I

" Fezet Java Permizzions

Reseat to: ISaved pEIMmizgions j Rezet |
Cancel |
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12. Click “OK” and exit the property sheet of Internet Explorer. If Internet Explorer is running,

you must restart it for the changes to go into effect.

13. Start Internet Explorer. In the address bar, type FQDN if DNS is properly setup or enter the
IP address of the Compaq StorageWorks FC-AL Switch 8. In this scenario,

http://20.20.100.80 was typed in the location bar.
14. The login box of the Compag StorageWorks FC-AL Switch 8 will show up. The default login

is“user” with the password “ADMIN”.

Enter Network Password 2=l

? Flease type your uger name and paszsword,

Site: 20.20.100.80

Bealm Compaq StorageWnrk&_FE-.ﬂi‘-.L.Switch

Uszer Mame Il.,mer

Paszward I“"’""1

[ Save thiz password in your password list

ak, I Cancel |

15. In the SNMP community settings, enter the proper community that was created during the set

up of the SNMP Service properties. In this cese, the Read Community is “public” and the

Write Community is “private”. The properties are case sensitive Make sure the case matches
the communities that were previous defined.

i Enter Passwords ]

=10f xi

Read Commurity

Write: Community

public

private

YWarning: Applek Window
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16. The Compag StorageWorks FC-AL Switch 8 Management Utility main page will display. In
the left side, the Compaq StorageWorks FC-AL Switch 8 with the IP address 20.20.100.80
and the 3 ports expansion module (PEM) is listed. There are severa tabs that provide
management information for the administrator. Please refer to the “Compag StorageWorks
User Guide - Fibre Channel Arbitrated Loop Switch (FC-AL Switch 8)"for more
information. In this configuration, we want to define the port policy for the Compag
StorageWorks FC-AL Switch 8. Click on the Compaq StorageWorks FC-AL Switch 8 icon

in the left panel.
=18 x|
Bl Edt  Bew Faeoites Tock  Heb -
oot oo om - (G ] 4 Dhseach SiFavotes Moy | S b
ez W3] hitpitzn.20 00,60 =] @ ||k ®
comPAQ ]
StorageWorks

FC-AL Switch Management ULility

| EemdionFanst | Frow swinch ]F'urlcEl.rnm:r\' |1'n|nut ]C‘h:::l:Eﬂrts |Hn|p ]
m e STy ]DMlaHaaHh | Berta | HetworkBativas |
P | T Iderilicaiion
Dievics Hlamme Cornfian Saragewinke Fo-AL Fwitch
e © Foxv Dxpaardan
Bladal s Cigwice SH AWOBFJ BTG

Worid Wide Mame. 100000 E03 118304

Firmyars Wersian
Slorageorss FO-AL Seatch Waragement Uhibyversion: 01 20-304

J o

[£] pone &) Tneted sites
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17. There are four tabs in the FC-AL Switch 8 page.

The “FC-AL Switch information” provides descriptions, model numbers and
serial number for the selected Compaq StorageWorks FC-AL Switch 8.

The “FC-AL Switch Ports Summary” gives summary information for al ports.

The “FC-AL Switch Port Detail” provides the configuration information for a
specific port.

The “FC-AL Switch Events’ reports the descriptions and the severity of events
detected by the Compaq StorageWorks FC-AL Switch 8.

In the first scenario there are six servers and four Compag StorageWorks RA4000/4100s. To
configure the port policy click on the Compaq StorageWorks FC-AL Switch 8 Port Detail

tab.

T Cainpan Carnpaters - Fhorsaolt [mensat Explere =I51 5]
Be BB e Fauts D b 2
4= [ Rk CFeverkan  fHeean | Y- CF
Vikiess ] b ;20020 10050 =] ot || s >

&1 Anpiet dwing

Fo-aL SKn

TR FLAL Spmch l FC-AL Sakn FLABL Ewitm

roki FOE Dal Ewh

oy e T -

aneieaian
=+ e o
fm ¥ Fard Erpasion Dwivicid BH SRR
Homla
F Ol Coninl ]

Q| L[+

{3 Trcskrd{ Po (3 orer £3 Giear | Gancel | Refreen |
| e

o Trusbed sha

18. In the middle panel, there are 8 ports listed. Check the Configuration tab. The information in
the right panel is for the port that is highlighted. There are four groups in the Configuration
panel: Port Number, Operation Mode, LIP Generation and LI1P Propagation.

= Port Number
Shows the number that identifies the selected port.

=  Operating Mode
When “forced bypassed” is checked, a device can be connected to the port but it is not
allowed into the loop. If “forced bypassed” is unchecked, a device which attached to
that port is allowed to enter the loop.

= LIP Generation
The Compaqg StorageWorks FC-AL Switch 8 can generate forced the LIPswhen it is
detects a change in a port state.

= LIP Propagation
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This specifies whether L1Ps generated by devices attached to this port should be
propagated to the other ports. Switch ports populated with hosts are candidates for
disabling LIP propagation. LIP propagation should not be disabled for ports populated

with target 1/0 devices.

The six servers in this scenario should have LIP disabled, and the four Compaq
StorageWorks RA4000/4100 should have LI P enabled. The servers are connected to
ports one through six of the FC-AL Switch 8 and the Compaq StorageWorks
RA4000/4100s are connected to port seven, port eight, and two ports on the PEM.
Disable the LIP Propagation for the first six ports by selecting each port in the middle

panel and clicking the disable option in the LIP Propagation section.

a':-.'iwq-‘.ﬂqrm-'n - Frireaolt Imemeet Explerm

B BB B Fhuiter Toke b
= o R et (Pt ey | - S§

dfivess ] b 20020 100 A0

=il

x| o || =

[T T8 =1 11

Sehaciion Fail FoaL Sk F-aL Swikn FC-M Semich | oAl Seakn
TR PO HTar P Detal Bt
i w i |
Fort baamiber
] e
s a i L THE |
e [~
0N WHE
] -
Form By |
Sl
I e
El LiP i pration
[ FumrFr 1 UmeFR

Sl

LiP Prgeagtion

gl L R T2 T

e |

inuﬁr%hﬁ Praer {5 e (T

] Applet sarime

Swat| mae} Fatnen |

5l

o |

19. To check the status of each connection for al of the ports on the Compaq StorageWorks FC-
AL Switch 8. Click on the “FC-AL Switch Port Detail” tab. The “ Status” section will indicate
which ports are active and which do not have a successful connection. In the “LIP
Propagation section” it displays a summary of the LIPs setting. Make sure all connections are
marked as “Active’ and the LIP setting is correct ports 1 to 6 should be marked as “Disabled”
and ports 7 and 8 should be marked as “Enabled”.
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20. There are two Compaqg StorageWorks RA4000/4100 attached to the PEM. In this scenario,

the LIP setting of the two ports should be enabled. Click on the “3 Port Extension Modul€” in

the left panel. Click on the “PEM Port Summary” tab. All three ports should have LIP

enabled

1 Ensbled- ke DERD SRoetaines -1 0500 (e
I Enabled- Aok 0K Shofes - | B0bD 4
3 Enabied- sckes  CEEG Shoefmss - 1 000 D0

21. If any of the ports on the PEM are not LIP enabled, click on the “PEM Port Detail” tab and
enable the LIP on each port. Close the browser when finished with the port configuration.
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At this point, the configuration for the Port Policies is finished. We can start to configure each
server in this scenario.

ACU and SSP in Windows 2000 Advanced Server

Windows 2000 Advanced Server Cluster Service is formed by two servers and two storage
subsystems.

Server MW360W21
b. Server MW360W22

c. RAA4000 controller ID D952DBX10030 (three 9.1GB drives attached) has three
logical drives

1. 100MB logical drive for the quorum
2. 10000MB logical drive
3. 7251MB logical drive

d. RA4000 controller ID D952DBX 10056 (three 9.1GB drives attached) has one
logical drive

1. 26033MB logical drive

Configurethe ACU

1. The Compag ACU is GUI software for the Smart Array products and the StorageWorks RA
4000/4100. This utility is located on the SmartStart and the Support Software CD. If a server
is properly installed through the Compag SmartStart and the Compaq Support Paq was
applied, The ACU can be accessed through workspace as shown below.
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[/, st

2. Inthis configuration, the ACU was accessed by server MW360W22. In the Controller
Selection drop down box, RA4000 controllers are listed with specific worldwide ID and one

embedded Smart Array Controller. These IDs will match the number in the upper right corner
of the physical StorageWorks RA4000/4100 box.

The controller name can be changed through the ACU. Click on the “Settings’ button in the
“Controller” section of the right panel.

i Ciomepay freay T osFigerat on Uty
Cmbrolee gy [ve Yes Help
Contindsr Selecfian

iiﬁ- Ervesat Suvery Comiolan Embacksad Sl

(Ml FetA00 Convoller, FLAID Ay D D531 DB 0104
Bl R0 Conolier, FAID Ay D O852081 0030
Bl Feam0 Convoller FAID Sy D DESZ0ES1 0041
Bl FeAm0 Conkoler, D A0 D 52061 056
B Feamn Convoler, RAID Ay D D208 063

- Drive Wiewr
B Logcd 17 Prysica
| Flashing dive tray LEDis help ke yor dies

=0 x]
o
Selings.. |
Crenlm Array |
=R
(i |
g 44 J
palb Y

| gzl (e
ol |
= |
tar piomration.... ||

3. Inthis configuration the Worldwide ID will be the name of the array. In order for NetWare
5.1 to recognize the Worldwide ID name, it is suggested to retype the Worldwide ID in this
section. Otherwise, NetWare will not pick up the ID in the NetWare ACU, it will all be
labeled as “Unknown”, which will create some difficulties identifying the controllers. The
administrator can change the name of the controllers according to practical needs.
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Comtr oll er Settings .ﬁl
Rabuild Priormy Ancalerator Ratia
™ High
: Tetal sailable Memrory: | B=Es kE
™ Medicn
] Ayaiable for Read Cache [ 3%
Auaiable foe Wike Cache! [ TEw
~Expamd Prioriey
" Hgh ] e Read § T5% WWils
 Iladin ] 5% Road / 7R Winto
o [ 3% Raed / 7% Wiits
T (] AD% Resd /G0 Wite
=
L B [T E0% Reesd J A0% Wit
552 0e 1 70% Resd 4 300 Wiite
[ E0% Read ! 20% Wiite
; [ S0% Rasd / 100% Wiita
rAccess Control 1 100% Read ¢ 0% Wiite
Connaction Mames. . |
[ane Cancel | gap |

4. According to the configuration plan, server MW360W22 should be able to access two
RA4000 controllers, which are

D952DBX 10030

Windows 2000 Advanced Server

D952DBX 10056

Windows 2000 Advanced Server

In the Controller Selection drop down menu both controllers are listed. Start the configuration
process by select the first controller that belongs to this configuration, which is the controller

with ID D952DBX10030.

o Comapasy Array ComFugmration Ly

Cobler dryy [rve Yew Heln
Cosfinler Selecian

Iuﬂ.ﬁ- Erviat Aavey Conkolar Embackkad Slol

Rt AN Conkuller, FAID Ay 1D D531 DE-10104
Bl Fedm0 Conmrolier, FAID ATy D D9S2061 0030
Bl FeAmn Coniralen, FAID Ay 1T DEE20EA 041
Wl A0 Comrolen FAID Ay I OS2 DEA 056
B A0 Comrler FAID Ay I 052 DE- 063

Drivve View
B~ Logcd 17 Bysicd

Flas.hm; drive tray LEDCis hn.lp lcae yor drivesn

Selings.

=l x]

Creale Aray

AT

Pl jnfomration..

5. This controller has three 9GB drives attached. This RA4000 controller will host three logical

drives for two servers, MW360W21 and MW360W?22. In this scenario, create one RAID 5
array using three 9.1GB drives. Then create three logical drivesin this array. Click on
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“Create Array” button to start the process.

L0 x]
Cmimdr mw [re W Bl
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Logical Cosfiguraiies Wimer L |
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B4 3B, Pad 1, DD -
AT

g EAR=R RN R
fiz1e8.Pan1 Dz A |

anleal M

Diriwe Wiew |
.ﬁ Lapical nl" Ehyaca I Wore [nlamatian.., J

Fleshing drwe 1y LED'= balp locie your dinee:

6. Select all three drives. Then click on the top icon to add drivesto Array A.
A

E s Cvias =l
|l E]ﬁumu Cantreller, RAID Aray 0 6 e
Pon 1
V0
0 aice o
O0f s1e8. 02
P 2 —U=est

L4 ]

gy LI
[ Doe | tanca | Hele

7. Asshown below, al three drives have been moved to Array A. Click “Done” at the bottom of
the dialogue box to return to the Main Configuration menu.

.
Egiel rg3 Crias Suraf
[ R24000 Controller, RAID Ay © I T
Bl ron it A 9168 Poid, 00
- E@01e8 00 = -] 9.1 56, Pod 1,101
H o e 01 w El]
M@ 5168 02 g
. 9]
e
BT | o B 1
Dora | cencal | Hep

8. The“Logica Configuration View” indicates that Array A has been created. Click on the
unused space and click the “Create Logical Drive’ button.
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Comngan Arrsy Configurabion Uiy L0 =]
Conimcdr o Drte W b
Costreflor Seloctios

[l Feam0 comimlen RAD Aney DOASDEFIOND =) |
luglnl Ewﬂgulaﬂn Wimar
(BR300 Cariruler. RAID Ay (D CRSZDBAICE | frane A |
-$

|—ﬂ 25077 B Unusad spice

ooy |
Evpird. |

Creata Logical Drive |

ijleal s

Dirvwe: Wiew
.l’: Lagical nl" Bhyaca More [nlammatian |

F'Iuhng drwe iy LED s help locarie your dives

9. Inthe“Create Logical Drive’ dialogue box, select “RAID 5-Distributed Data Guarding” then
specify the size of the logical drive. All of the unused space is listed in the logical drive size

box.
Create Logical Drive =|
Fault Tolerance Array Accelerator
] RAID O - Mo Faut Tolerancs 1+ Enable
O R0 g - DEI1£I Guardmg ~ Digable
Rell Cuarnding
- Siripe Sizm
16 KE -I
~Access Control

Host Arrass.
~Logizal Drive Size
e e m

1410 15515 2R BT MB

W Usable Capacity B RaD overead

Dore Cancal I Advancad I Help I

10. Create a 100MB logical drive for the quorum drive. Type 100 in the “Logica Drive Size”
box to create the 100MB logical drive. Then click the “Done” button at the bottom of the
dialog box.
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Crealie Logic al D ivhe EI
Fault Tolerance Array Accelerator
] RAID O - Mo Faut Tolerancs = Enable
[ RAID 4 - Dista Guarding ~ Digable
il
- Siripe Sizm
18 KE -I
~Access Control
Hogt ooess. .

~Logizal Drive Size
& fion ME B
1]

W Usable Capacity B RaD overead

B 0440 1SHME RO TE0T ME

Dore Cancal 1 Advancad I Help I

11. The ACU will confirm that a logical drive has been created. Click OK to return to the main
screen.

Array Configuration Uity Snformation

I"-D In srder o sptimize pedormance, the bgical diive sioe has 2wiomatically

hawi changed,
Regquestad Size; 10l A
TENCE: 1 ME
Adpustad Size: 94 MB

12. In thelogica configuration view box there is one RAID 5 drive created. 25884MB unused
space is ill available.
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[ 25584 WEB Lnused space - |

wricl Prive

ErErd |
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13. Repeat steps 8 through 11 until al three logical drives have been created and no unused disk
space remains.
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In this paper we will define the access rules. The SSP is used to regulate the host access of each
logical drive.

Configure Select Storage Presentation (SSP)
A. Grant accessfor server MW360W 22 to accessthe shared drives.

The SSP is integrated into the ACU. It isafirmware level utility, which alows the administrator
to alocate and restrict data access at the logical drive level. In this configuration, server
MW360W22 needs to access two Compaq StorageWorks RA4000/4100 through the ACU.

1. Threelogica drives were created in the RA4000 controller with ID D952DBX 10030 in the
previous section. Since the SSP works at the logical drive level, the configuration needs to be
done for each logical drive. Click on the first logical drive. The “Logical Drive” section in the
left panel becomes available. To modify the access control for thislogical drive, click
“ Modify”.
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2. Onthe“Modify Logical Drive’ screen Array Accelerator is enabled by default. Click on the
“Host Access’ button to bring up the SSP configuration screen.

iy Logeaiome x

=Array Acoeleraior
Bl

" Digabls

Access Contiol

Host &ccass.
| Dione I Cancel | Halp |

3. Each connection represents the HBA in the server. The Adapter ID is the worldwide ID for
the HBA, which is labeled on the HBA.

The “Location” section indicates where the HBA is. In this scenario, the SSP is running on
server MW360W22, which indicates the Adapter ID 500805F1FADBO05B1 is sitting in the
server MW360W22. As shown in the box, the location of the adapter is “Local”.

Once the adapter is identified, access should be granted accordingly. By default, this logical
drive grants access to all of the HBAs in the environment. In this configuration, the first
logical drive in the RA4000 controller ID D952DBX 10030 should only be accessed by server
MW360W21 and MW360W?22. Therefore, change * Grant access to al Connections’ to
“Grant access only to the selected connections below”.

Logical Obretinst Acxess |
# \Cgre screes Lo all connections!
1~ Darry accpas 10 8l connectinng
™ Grart sccess oy (o fhe sslecied conmections below
Connection Marms | Adapeer D Lociion | staius |
wi | 1 Lrknown EAMEFIFADBDME FRemota Cinlina
= Uronoan EO0A0EF1FADEITZ  Remale Cinlne
w| | =, Unkcnman EOAEFIFADSIADE  Remolte Cinling
= | Urkcniwn EDAALEFIFADEICT  Rarmate Ciline
w| | =1 Urkcnown EOADEFIFADEIFFE  Hemota Cinline
o [ Lk EOAEFIFADEOSET  Local Dinlive
T T
Dors Cancel | Help

4. The names in the “Connection Name’ column can be renamed. Check the "Connection
Name" of the adapter that belongs to server MW360W22, with adapter 1D
500805F1FADBO5BL.

Compaq strongly suggests you rename each connection to names that are meaningful. From a
management perspective, it makes it easy for an administrator to identify connections for
repair or maintenance.

This logical drive should be accessed by server MW360W22 and MW360W21. Unless the
administrator collected the HBA Worldwide IDs before the HBA was added to server , there
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is no indication of which adapter belongs to which server in the “Logical Drive Host Access’
page.

NOTE: It is highly recommended that the administrator record al the hardware information
before configuring the SAN environment.

Logical Drive Host Arcess g x|

™ GrEre soceas bo all connecilons

) Dafry acceae 10 all connectiong

& (Gpart socess oy 1o fhe selecied connsctions below

Connection Mame | Adtapter D | Loction | Staius |
1 fimy Urdcnown EOACEFIFALGOOME Remote Cinline

O [y Urkcniren E00A0SFIFADSA128  Rernale Cnling
1 i Urdcnown EOAMEF1FADBIADE  Ramolta Cinlina

O [y Uricnirem EDE0EFIFADE2]C1  Rernate Cnlne
1 sy, Urdcnin EOAMEFIFADGIFTE  Romaote Cinlina

= [ Uk EOEIEF1FADEDSET  Local Crline

Rerame=

Dore Cancel | Help

5. Torename a connection, click on the name of the connection and click the “Rename” button
at the bottom of the page. Once the name space becomes available, type the desired name. In
this configuration, the server name “MW360W22" is used to show the connection.

Logical Dvive Host Aroess : x|

™ Grrt sceeas bo all connecilons

) Dy actese 10 all connBctiong

# Giart sccess oy (o fhe sebecied conmections below

Connection Mame | adtapter D | Loction | Stanus |
1 [y Urdcnown EOJACEFIFALGOME Remote Cinline

1 [ Urdcnmwn EOALEFIFALSA1Z®  Rarnale Cnling
1 [l Urdsnown EOJADEF1FADBIANE  Ramota Cinlina

O [ Uricniman EOOALEF1FALS20CT  Rernate Cnlnge
1 sy, Urde o ENJAMEFIFADGIFTE  Romote Cinling

] [l N SELTED BOEEF1FADE05ET  Local Cnline

6. The SSPis performed at the logical drive level; the administrator should go through these
processes for each logical drive in the array that was created. In this scenario, there is one
Array and three logical drives created, so the same procedures will apply to al three logical
drives. If there is more than one array created on the controller, use SSP to configure all the
logical drives in the other array. Select the second logical drive in the array and click
“Modify”.
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7. Since the connection name of the locd adapter ID has been changed, the “Logical Drive Host

Access “ page of the second logical drive keep the connection name. By default, the second

logical drive grants access to all HBAS.

Logicalome ot acxems £
i \Cgre soeees bo all connections)
1~ Darry accpas 10 8l connectiong
™ Grart sccess oy (o fhe selecied conmections below
Connection Marms | Adspeer D | Location | Staius |
wi | 1 Lrknon EAMEFIFADBDME Remota Cinlina
o i Lirkcniwn EOADEFIFADERTIZ  Rarmale Cilne
i) 'h.Llrl-l.nmn EOADEFIFADEIADE  Femole Cinling
= |y Uirkcnin EDAALEFTFADECT  Rarate Ciline
bl |l Urdenown EO0ADEF1FADEIFFE Ramota Cinlina
1 [y RNV EOALEFIFALEIAET  Local Cnling
PRt
Dors Cancel | Help

8. The second logical drive will be set to grant access to server MW360W22 using “Logical

Drive Host Access’. Change the access condition for this logical drive. Grant access only to

server MW360W22. Click “Done” and return to the main configuration screen of the ACU.
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Lingical Dvive Host Acress il

= Grgnt sceees ol conneciions
- Dapry acpas 10 all ¢onnetiong
& Gk sooess orly 10 1he selecied connactions below
Connection Mame | Adapter D | Loction | Stanus |

1 =y, Urdcnown EOIACEFIFADSDME Remote Cinline
1 [y Urdcnimn ENOACEFIFALDEA12E  Rermate Cnling

1 g, Urdcnn EDAEFIFADEIADE  Ramaota Cinline
1 s Urdcnimin SIA0SFIFADE2CT  Rermate Cnlne

1 Flmy, Urdcnon EDJADEFIFADEBIFTE Remaote Cinline
o [y WY RN EOALEF1FADEDAET  Local Cnling

Rerame
Dors Cancel | Help

9. Repeat steps 6 through 8 for the third logical drive. After al three logical drives on the first
array controller have been configured, exit to the main configuration screen of the ACU. In
this scenario, there are two RA4000 controllers that need to be configured. Select the second
controller D952DBX 10056 from the ACU controller drop down menu.
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10. Create one RAID 5 Array using al three 9.1GB drives. Then create one logica drive in this
new array. Modify the access control page to let server MW360W22 have access to this new
logical drive. Grant access to the Local HBA. The “Logical Drive Host Access’ page should

look like this.
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™ Grre soceas bo all connecilons

) Dapry acpas 10 all ¢onnetiong

& (Grart access oy 1o fhe selecied connactions beloe

Confaction Mame

| Adapter D

| Loction

| Stanus

1 =y, Urdcnown
1 g Urkinimen

1 g, Urdcnn
1 g Urinirwn

1 Flmy, Urdcnon
o [y WSROV

EDdarEF1FADED04E
ENELEFTFADER1 8
EDJ30EF1FADEIADE
SNOALSF1FADEICT
EDJA0EF1FADE1FTE
BOCA [&F1FADE0EE1

Ramaote
Hermate
Ramaota
Hiernate
Remaote
Lozl

Rerame

Cinline
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Cnlng
Cinlina
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11. Save the configuration and exit the ACU.

The configuration of ACU and SSP on server MW360W22 is finished. It is now the only
system that can access al the logical drivesin both RA4000 controllers.

Since server MW360W22 and server MW360W21 will form a Windows 2000 Advanced
Server cluster, you must now grant access for server MW360W21 to access the shared drives.

B. Grant accessfor server MW360W 21 to accessthe shared drives.

In order to grant access to the HBA in the server MW360W21, the administrator should access
the ACU and the SSP on server MW360W21 to identify the HBA that belongs to server

MW360W21.

1. Openthe ACU from MW360W21. Since two controllers in this configuration have just been
configured through server MW360W22, several confirmation pages indicated controllers
D952DBX 10030 and D952DBX 10056 have not finished the initialization process yet. Click
OK to continue.

Freay Configura tion Uity Yarmieg MHessage

_l‘/' The Comgag RANDN Centrollar in RAID Aray DES20EXI0050 =

Laogical Driwe 1
Logical Drive 2
Laogical Drive 3

cumrently perenming beckgound parity inidalization on the olloving
logical drives:

This & a nonmeal cparation thal i necessany W inidadize logical dives -
[15E44] that have a fanl tolerasce with parity. Omes this oparation comgletes,

&l

=

2. To grant server MW360W21 access to al the logical drives in the two RA4000 controllers,
select the correct controller that hosts the shared logical drives through the ACU. At the drop
down menu of controllers, select the controller that will be accessed by server MW360W21.
In this case, select D952DBX10030.
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3. This controller has already been configured with three logical drives in the configuration of
server MW360W22. The next step is to grant the HBA in server MW360W21 access to each
logical drive on this controller. Click on the first logical drive then click “Modify” in the
“Logica Drive’ panel.
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4. Click the “Host Access’ button on the “Modify Logical Drive’ page.
|

—Array Accelerator

= Enable

" Disahle

—hAccess Control

| .......... = ost&ccess ........... I

Dane | Cancel | Help
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5.

This will bring up the “Logical Drive Host Access’ screen. In the configuration process of
server MW360W?22, this logical drive was granted access only to the HBA that isin server
MW360W?22. The connection that was made previously should be already checked.

To locate the HBA in server MW360W21, use the following screen. Adapter 1D
500805F1FADB2ACQE isindicated as local, which means that the HBA isin server
MW360W21. Grant server MW360W21 access to this logical drive by selecting the adapter
that is marked as local.

Logical Drive Host fccess ﬂ

™ Grdre scceas bo all conneciions

L] Dirry act-pse 10 all cornBctiong

& (Gark socess oy 1o fhe selecied connections below

Connection Marms | Adspeet D | Location | staus |
| [y, Urdsnman EOIADEFIFADGDOMEB Romote Cinline
1 g Urdcniramt EOMEDGFIFADEI1 S Remale Cnline
1 = Urdkinmen FAEFIFADGIADE  Local Cinlina
7 i Urdcnizn EOALEFIFADEICT  Rermate Cnlne
| sy Urdcnown EOADEFIFADGIFTE  Femote Cinlina
o [y ARV EOCACEFIFACEOSET  Hermate Dnling

Rerame

Dors Cancel |

Help |

Rename this connection to MW360W21. Click “Done” to finish the access control setting. At
this point, this logical drive can only be accessed by two of the servers, which are servers
MW360W21 and MW360W22.

l

™ Grart scceas bo all connecilons
1~ Darry accpas 10 8l connectiong
% Grant sccess only (0 1he sekected comnachions baloy
Connection Marms | Adspeet D | Location | staus |

1 (=, Urdcnomen EAMEFIFADGDOME Remote Cinline
1 i, Urdcnimwn EODALEFIFADEA1ZS  Rarmate Cnline
vl F‘hﬁ'ﬁﬁ[ﬁ'ﬂl FOOADSFIFADEIANE  Local Cinlina
I i Urdcniown EOALEFIFADEICT  Rermate Cnlne

| sy Urdcnown EOADEFIFADGIFTE  Femote Cinlina
= [ bR EOELEF1FACEDSET  Farate Onling

Rerame
Dors Cancel | Help

Repeat steps 3 through 5 to grant server MW360W21 access to the other two logical drives
that reside on controller D950DBX10030.

Now controller D952DBX 10056 needs to be configured. At the main ACU page select
controller ID D952DBX10056. Thereis onelogical drive that has already been created
though the configuration of server MW360W?22. Repeat step 3 to 6 to grant server
MW360W?21 the access to that logical drive. The “Logical Drive Host Access’ page should
look exactly the same as the previous screen. Click on “Done” to exit this page.
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8. Savethe configuration and exit the ACU.
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Install MSCS

After al of the controllers have been configured, the system is ready to have MSCS installed. Use
disk manager to create partitions and format the logical drives that where created through the
ACU. In the Windows 2000 Disk Management Utility screen, there should be four logical drives.
Thefirst logical drive, which has a 100MB capacity, is the quorum drive for the cluster and the
other three drives should be shared drives within the cluster. After MSCSis installed, reapply the
Windows 2000 Service Pack 1.

ACU and SSP in Windows NT Server Enterprise Edition
The Windows NT Server Enterprise Edition cluster is formed by two servers and one
storage subsystem.
a Server MW360NT1
b. Server MW360NT2

c. RA4000 controller ID D952DBX 10063 (three 9.1GB drives attached) with three
logical drives

1. 100MB logical drive for the quorum
2. 1000MB logica drive
3. 7251MB logicd drive

Use ACU to create three logical drives on the RA4000 Controller ID D952DBX10063. Then use
the SSP to configure the host access. The SSP procedure will apply on both servers.

The configuration procedure summary:

1. Accessthe ACU through server MW360NT2. Select the RA4000 Controller ID
952DBX 10063 from the “Controller Selection” drop down menu. Create three logical drives.
The creation process for the array and logical drives is the same as in Windows 2000
Advanced Server.

In the following screen shot, three logical drives have been created on the controller
D952DBX10063.
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The “Logical Drive Host Access’ indicates the connections for each logical drive. Identify
the HBA in server MW360NT2 from the “Logical Drive Host Access’ screen. By default
each logical drive is granted access to al the connections. Chang the option to “ Grant access
only to the selected connections below”. Grant access to the connection that is local to server
MW360NT2. Repeat the same processes for all three logical drives and grant access only to
server MW360NT?2.

The next step isto grant logical drives access to the second server MW360NT 1. Access the
ACU from server MW360NT1. Select the RA4000 Controller with ID D952DBX10063.
There is one array with three logical drives listed. Access the SSP for each logical drive listed
under the array.

For each logical drive, identify the HBA through the “Logical Drive Host Access’ page and
grant access only to local connection. As shown in the following screen shot, adapter ID
500805F1FADB20CL is local to server MW360NT1. Grant access to that connection and
rename the connection to “MW360NT1".

Logical Drive Host Access
 Grant access to all connections
¢ Deny access to all connections

&+ Grant access only to the selected connections below

Connection Name Adapter 1D Location Status
[} Ug; Unknown A00B0SF1FADBDO4E  Remote Online
[ MVYIEONT2 S00B0SF1FADES129  Rerote Orline
1 [ Unknown S00B05F1FADEZADE  Remote Orline
[ hAVYIEONT S00B0SF1FADE20CT  Local Orline
O Ugi Unknown S00B0SF1FADETFFE  Remote Online
O !jgg Unknown S00B0SF1FADEDSET  Remote Online

Bename
Done I Cancel | Help

This process should apply to all three logical drives on the controller ID D952DBX10063.
Click the “Done” button to leave this screen. Save the configuration of the ACU and exit.
Once the information has been saved through ACU, the configuration of the ACU and the
SSP for Windows NT Server Enterprise Edition is finished.
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Install MSCS

Open Disk Manager in Windows NT Server Enterprise Edition. There should be three un-
partitioned drives listed. Partition and format each drive accordingly. Then install MSCS. Use the
first logical drive, which has a 100MB capacity, as the quorum drive. This cluster should own
two logical drives. After MSCS is successfully installed, reapply Windows NT Service Pack 6a.

ACU and SSP in NetWare

NetWare 5.1 Server cluster formed by two servers and one shared storage subsystem.
1. MW360NW1
2. MW360NW?2

3. RA4000 controller ID D931DBX 10104 (three 18.1GB drive attached). Two
logical drives will be created.

1. 100MB logical drive
2. 34630MB logical drive
The following are the configuration steps for NetWare:

1. NetWare Online Array Configuration Utility, aso called CPQONLIN, is a NetWare Loadable
Module (NLM) for configuring drive arrays. It also provides information about the status of
drives attached to the RA4000 controller. To access the CPQONLIN utility, at the NetWare
console on server MW360NW1 type “CPQONLIN” to start the “Compag Online Array
Configuration Utility” on NetWare Server.

2. Select “Array Configuration Utility” in the “Available Options’ list.

= L SDDrSIN EETE
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3. Then the “Select Active Controller” dialogue box will appear. On server NW360NW1, there
are two controllers. One is the Embedded Compag Smart Array controller the other isthe
fibre channel HBA. Select the fibre channel HBA which is listed as “Compag FCHC/P
Adapter in PCI Slot 17

ol E5E

4. Since this controller is connected to the Compaq StorageWorks FC-AL Switch 8, al of the
RA4000 Controllers will show up in the “Select Active Controller” section. Select the
controller that is designated to this configuration, which in this case is controller ID
D931DBX10104.

5. This controller has not been configured yet. The Compag CPQONLIN utility will try to
suggest the optimal configuration for this controller. Press any key to continue.

6. Inthe“Logica Configuration View”, it lists one array that combines all of the available
drives attached to this controller. Since the CPQONLIN utility will try to optimize the
configuration for the system, it provides all the possible options for this array. It can be set as
RAID 5, RAID 1 or RAID 0. To enable the SSP functions at the logical drive level, the
administrator must select the “ Custom Configuration” option in the “ Select Fault Tolerance”
box.
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aymration

7. Three unassigned drives will be listed under the “RA4000 Controller D931DBX100104".
Press enter to move to the “Create New Array” option in the “Controller Options” window.
Then press enter again to open the “Create New Array” menu.

8. Select the “Assign Drive to New Array”. Every time you press "Enter”, a drive will be
selected and shown in a different box, which means that the drive is part of the new array.

1 =i Ly

9. Inthis configuration, al three drives will be added to the new array. Press “Enter” to add the
first physical drive to the array.
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10. The curser will move to the second physical drive. Press “Enter” to add the second physical
drive to the array. The curser will then move to the third physical drive. Press “Enter” to add
the third physical drive to the array. When all three drives are added to the array, move the
cursor to “Accept Changes’ and press “Enter”.

Uze the arweu kmwx te hig pht an opt

11. Then the “Create New Logical Drive on RA4000 in D931DBX10104" dialogue box appears.
The capacity of thislogica drive is 34738MB.

. thEn prexx K

o oo NAABSH in B3 LDHEL DB

Piztpribated Bata Cuardisyg

12. In this configuration, there are two logical drives that need to be created. Enter the desired
size of the first logical drive. According to the configuration plan for this scenario, the size of
the first logical drive should be 100MB. Enter 100 in the “Logical Drive Size’ space.

o oo NAABSH in B3 LDHEL DB

Piztpribated Bata Cuardisyg

13. Confirm the creation of the first logical drive, by selecting “Yes’ then press Enter.
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14. Once the logical drive has been created, the ACU will give you the option of running the SSP
for this controller. Make sure the cursor ison “Yes’ and press “ESC’ to alow the SSP to run
on this controller.

s BEF and add all copssctions is thiz
el 1iat Far thin Leglesl deiss?

15. You will still have unused space in the array that was created on D931DBX10104. The
CPQONLIN utility will bring you back to the “Create New Logica Drive on RA4000 in
D931DBX10104" page.

a oo SHAMGE in DY0 L DHED L B

16. Create a new logicd drive with al the space available and enable SSP for the new logical
drive. After the SSP is enabled on all logical drives, press “Esc” to exit to the NetWare
Console.
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17. After enabling the SSP for server MW360NW1, the configuration is finished. Next, the SSP
for the second NetWare Server MW360NW?2 should be enabled. At the console of server
MW360NW?2, type CPQONLINE.

Server MW360NW?2 is accessing the same Compag StorageWorks RA4000/4100 as server
MW360NW1. Two logical drives have aready been created in Array A. Enable the SSP on
each of the logical drives. Once the SSP is enabled, the configuration of the second server

MW360NW2, is finished. There are two logical drives owned by the two NetWare Servers.

Install NCS

Use the “NWCONFIG” utility to create the NetWare Volumes. Then install the NCS. After NCS
is successfully installed, reapply NetWare Service Pack 1.
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Cluster and Stand-alone Non-Redundant

Configuration
Red Hat Linux 7.0, Windows 2000 Advanced Server and NetWare 5.1 will be installed as stand-

alone servers that will share one Compaq StorageWorks RA4000/4100. Two clusters will be
installed which are Windows 2000 Advanced Server and Windows NT Server Enterprise Edition.

NOTE: The servers that will share a storage box cannot be clustered. Refer to “Configuration
Restriction” section in the beginning of the white paper.

Mix Non-Redundant Configuration
+ Windows 2000 Advanced Server MSCS
% Windows NT Server Enterprise Edition MSCS
+ Stand-alone Servers
0 Windows 2000 Advanced Server
0 NetWare5.1
0 RedHatLinux 7.0

Pre-configur ation assumptions:

1. Beforeingtalling the OS on the servers, al of the Compaqg StorageWorks RA4000/4100
that belongs to this configuration should be powered up. Then power on each system to
install the OS

2. Windows 2000 Advanced Server is properly installed and the CSP and Windows 2000
Service Pack 1 are correctly installed on all three servers (MW360W21, MW360W22,
MW360W23).

3. Windows NT Server 4.0 Enterprise Edition is properly installed, NTSSD and Service
Pack 6a have been applied. (MW360NT1, MW360NT2).

4. NetWare 5.1 is properly instaled and the Compag Novell NetWare SSD and Service
Pack 1 are properly installed. (MW360NW1).

Red Hat Linux 7.0 is properly installed (MW360LX1).

Seven servers are properly attached to port 1-7 in the Compaqg StorageWorks FC-AL
Switch 8.

7. All the StorageWorks RA4000/4100s and the Compaq StorageWorks FC-AL Switch 8
W/PEM should be flashed with the latest firmware. If any previous configurations exist,
use Compag ACU to delete any configuration on the array controllers.

8. No cluster software is installed on any of the servers.
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Redefine Port Policy

In this scenario there are seven servers and three StorageWorks RA4000/4100s. The port policy
should be changed accordingly. All of the ports that the seven servers are attached to should be
set to “Lip Disabled” and the ports that the three StorageWorks RA4000/4100 should be set to

“LIP Enabled”.

Access the “Compag StorageWorks FC-AL Switch 8 Management Utility” through Internet
Explorer (v5.0 or higher). Make sure the browser is properly set up.

Note: Please refer to the settings procedure for the browser in the “Multi-Cluster Non-
Redundant Configuration” section.

In the address bar type the IP address of the Compaqg StorageWorks FC-AL Switch 8. Login as
“user” and use “ADMIN" as the password. Enter “public” for the read community and “private”

for the write community.
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Click on the Compaq StorageWorks FC-AL Switch 8 icon in the left panel and select the “FC-AL
Switch Port Detail” tab. Select ports 1 to 7 respectively, and set of LIP Propagation section to
“Disable’. “Enable” the LIP for port 8 and the three expansion ports, which are connected to the
Compaq StorageWorks RA4000/4100.
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ACU and SSP in Windows 2000 Advanced Server

The Windows 2000 Advanced Server cluster is formed by two servers and one storage
subsystem.

Server MW360W21
b. Server MW360W22

c. RAA4000 controller with ID D952DBX 10030 (three 9.1GB drives attached).
Three logical drives will be created.

a 100MB logical drive for the quorum
b. 1000MB logicd drive
c. 7251MB logical drive

Configuration steps will be the same as in the first scenario. Please refer to the screen shots for
Windows 2000 Advanced Server in the first scenario.

1. Accessthe ACU through server MW360W22.

2. Select the RA4000 Controller with ID D952DBX 10030 from the drop down menu of the
ACU.

Create one Array using al three 9.1GB drives.
Create three logical drives within the array
a 100MB logical drive for the quorum
b. 1000MB logicd drive
c. 7251MB logical drive
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9.
10.
11.

12.
13.
14.

Select the first logical drive and modify the logical drive to grant access only to the

connection local to server MW360W22.
Rename the connection to MW360W22.

" Grart sccees bo all conneciions

[ Osrry Accpee 10 all connBctiong

% (Grart access orly 1o 1he sekeled connections el

Connaction Mamg | Adapter IO

| Locstion

| Stawe

| [y Uriznown E00A0EF1 FADEDD4E
O [y Urdinmin EO0ADSFIFADS3128
| [l Uridinown EO0AEF1 FADEADE
O [y Urdinman EOOA0SF1FADSAIC
| [y Urdsnown AR 1FADEIFTE
[y WYZEDN YD SOMEIEF1FADEIEE]

Fermaote
Rermate
Rarmate
Rerate
Rormate
Lol

Rerame

Dore Cancel |

Cinline
Cnline
Cinliria
Cnlne
Onlina
Cinlie

Help

Repeat steps 5 and 6 for the other two logical drives.

Save the configurations and exit the ACU on server MW360W22.
Access the ACU on the server MW360W21.
Select the RA4000 Controller with ID D952DBX 10030

There should be three logical drives listed under the array. Modify the host access of the
first logical drive to grant access only to the connection local to server MW360W21.

Rename the connection to MW360W21.

Repeat step 11 and 12 for the other two logical drives.
Save the configuration and exit the ACU in server MW360W21.

Install MSCS

Use disk manager to create partitions and format the logical drives that where created through the
ACU. In the Windows 2000 Disk Management Utility screen, there should be three logical

drives. Thefirst logical drive, which has a 100MB capacity, is the quorum drive for the cluster
and the other two drives should be shared drives within the cluster. After MSCS is installed,

reapply the Windows 2000 Service Pack 1.
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ACU and SSP for Stand-alone Servers

In this configuration, there are three stand-alone severs and one StorageWorks RA4000/4100.
1. Windows 2000 Advanced Server (MW360W23).
2. Red Hat Linux 7.0 (MW360LX1) with HBA 1D 500805FFABD8129.
3. NetWare 5.1 (MW360NW1).
4

Compaqg StorageWorks RA4000/4100 (IDD952DBX10041). There are six 9.1GB drives
attached to this controller.

Configuration steps for each standalone server are described below.
Windows 2000 Advanced Server

1. Accessthe ACU from Windows 2000 Advanced Server (MW360W23). Select the controller
with ID D952DBX10041.

a0 Arvavy Tanfiguration Uiy B =10] =]

51""‘0"5' g Drive - Mew Helo
Costreflor Selnctiom
|¢- Srman Asrey Cordralkr, Erbadcied Slo = |

Comtralier

Ealfirys..

REEe Smar At Conrallec Embackled Siod o

[ P40 Cantrollar, FAID direre O 0911 DE1 0104 Creaia Amy.. |
[ FA40M Cantrolkar. RAID Qe D D552 0E] [0

FA40 Cantnodkar. FAID Avay O OSS20E 56 = T |

Dl Wibenwy
.'-‘7 Lagical n"' Ehysical I Wior= [nlarmatian... ]

2. Thereare six 9.1GB drives attached to this RA4000 controller. In this configuration, three
operating systems will share this storage subsystem. Each OS will have access to two of the
drives.

an Array Danfiguratisn LEikby 3 2100 =]
W"-ﬂﬂ' o Drbe Wea ek
Costreflor Selnctiom

Comtralier
Eaffirgs... |
Creaia Amy.. |

Lopical Cosfiguration Wimar

51 68,Pon i, 00
=18, 07
Bt ca.rant, 02 i |

21 68,Pon 1, D3 |
[0 55, Pon 1,104
P21 ce,Par 1, IDE Ao [ 0 |

Dl Wibenwy
.'-‘7 Lagical n"' Ehysical Wior= [nlarmatian... ]
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3. Select the first two 9.1GB drivesto create an array (Array A) for Windows 2000 Advanced
Server.

O gl D v Arway = EI

Existinig Crias

=]
‘ RALOND Cantroller, RAID Aray D LE 3 frray A
B it | - =M 9.1 GB,Pori, DO
- E@hoies 00 | —=f}
O arce D

0f =68 02 o {
0O =s16603

Of oice D4 -
) o105

Bl Pon2

Dow | cancal | Hep

4. Use the next two drives to create another array (Array B) for the Linux server and leave the
other two drives for the NetWare 5.1 server.

= Comnga Ay Configurstion by =170 =]
Gmbods  grey [rie B Pl

Costreflnr Selnctiom

[l Feeamn commier, RAD fsrery D CASDEMDDG )
Logieal Cosfiguration Wimar

W 700 Controller, RAID Aoy 1D COSZOBNTOSN |

051 68, Por 1, 104 e
=1 G8,Pon 1, IDE
Aivey & |
L ) 6573 1B, RAID 1, Logical D 1 ; |
i ok Logiea| D |
— R i P
[dodify. |
Wigrate. . |
Exiend... |
Cirie Wiewe
.'-‘7 Lagical n"' Ehy=ical I Wior= [nlarmatian... ]

Flazhing dewe iy LED= help locaie your divee

5. Movethe cursor to “Array A”, then click the “Create Logical Drive” button. In the “ Create
Logical Drive’ page, there are two fault tolerance levels to choose from. In this configuration,
create a RAID 1 array. Click the “Done” button to exit this screen.
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Cresabe Lisgical Dirive

Fault Toleran oe

Array Accelerator

il

~Logizal Drive Size

Sl ﬂm
1I:L!I:ITIr 1'33.'-‘E 1'."311? ME
W Usable Capacity B RaD overead
Dore Cancal I Advancad I Help I

| RAIDO - Mo Faut Tolersncs i+ Enabla

I~ Digable
- Siripe Sizm
138 KB -I

~Access Control

Host Accass. .

6. After thelogical drive has been created for Array A, click on the “Modify” button in the

“Logical Drive" section, this will bring up the access control screen for that logical drive.
Click on the “Host Access’ button to access the SSP.

Madify Logical Drive x|

& Enahle

" Dizahle

—Array Accelerator

—Access Control

| """""" Host Access... I

Daone |

Cancel | Help |

7. By default, Array A will grant access to all of the HBAs in this environment. In this

configuration, access to Array A only needs to be granted to the HBA in server MW360W23.

The HBA ID 500805F1FADB2AO0E is locd to server MW360W23.
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Lingical Dvive Host Acress il

¥ Grre soceas bo all connecilons

) Dapry acpas 10 all ¢onnetiong

™ Brart access only fo fhe selecied conmactions below

Connection Mame | Adapter D | Loction | Stanus |
wi | 1 Urkcnown EOADEFIFADBDIME  Hemota Cinlira
o | Lirkcnmn EDALEFIFADER1Z  Ramale Cnlne
a bl.Urhnw.n EDADEF1FADEIANE . Local Cinline
o |y Uirkcnimwn BOMALEF1FACEIFTE  Rarmate Cinline
bl [y, Urdcnman EDAEFIFADBISET  Remaota Cinline

Dors Cancel | Help

8. Change the access method from “Grant access to all connections” to “Grant access only to the
selected connections below” . Check the HBA that is local to server MW360W23 and change
the connection name to MW360W23. Then click “Done” to leave this page.

x|

™ Grgnt screes o all connections
™ Dy accpge 10 all corinections
& Grart access oy o fhe selecied conmactions belowy
Connection Mame | Adtapter D | Loction | Staius |

1 fimy Urdcnown EOACEFIFALGOOME Remote Cinline
O g Urkcniren E00A0SFIFADSA128  Rernale Cnling
wl FOMADEFIFADEIADE  Local Onling
1 [y Uricniren EDEMEFIFADEIFTE . Rernate Cnlne

1 sy, Urdcnin EOADEF1FADBISET  Remote Cinlina

Rerame

9. Save the configuration and exit the ACU.

The access control for Windows 2000 Advanced Server is set to access the first two drivesin
the RA4000 controller with worldwide ID D952DBX10041. Use Disk Management Utility in
Windows 2000 Advanced Server to partition and format the drive as an NTSF partition. Now
server MW360W23 can access the logical drive.
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Red Hat Linux 7.0

Linux does not have an ACU or an SSP to configure the array and access control. A Windows NT
Server or Windows 2000 Server is needed to configure the ACU and SSP. In this configuration
procedure, Windows 2000 Advanced Server ACU utility will be used to create the drive array for
the Linux server and the Linux server command line will be used to assign the drives to Linux
server. The configuration of Linux will be described in two parts.

1
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Before adding the HBA to the Linux server, the administrator needs to write down the
worldwide ID that is on the HBA. In the Linux environment, there is no location record
that indicates which HBA islocal to the Linux Server. In our configuration, HBA with
ID 500805FFABD8129 is installed in the Linux Server.

Linux server MW360L X1 will share the Compag StorageWorks RA4000/4100 with the
previous Windows 2000 Advanced Server. In the previous configuration of the RA4000
Controller with ID D952DBX 10041, two arrays were created. One for the access of
Windows 2000 Advanced Server and the other isfor Red Hat Linux 7.0 r.

Open the ACU on server MW360W23. Select the RA4000 Controller with ID
D952DBX10041. There are two arrays. Array A is assigned access to server
WM360W23. Array B will be assigned access to MW360L X 1.

In this configuration, one logical drive will be created in Array B. Use al of the spacein
Array B to create aRAID 1 logical drive.

= Comngan Arr by Danfigirstisn IRily =100 =]
Contodlr grvew Drive Mo Bl
Costrslinr Seloction L
[l Feeam0 Commier, RAD Aney O CASDEFI00 =) ; |
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TR 000 Corirnier, RAID Ay 10 DBS20EAD0 |

51 58, Fon 1, 104

=1 GE,Pon 1, IDE

Aivey &

L ) 6273 1B, RAID 1, Logical Driwe 1 |
Layizal Drive
oty |

kigrate. |

Extend... |

Cirinwe: Wiewy
.'-’7 Lagkal n"' BEhy=cal | Wore [nlarmatian... |

Flashing drwe imy LED=s belp ocaie your dmee

Click on the logical drive in Array B and modify the access control property.

In this scenario the Worldwide ID for the HBA in the Linux server is
500805FFABD8129, which was written down before the HBA was installed. In the
Logic Drive Host Access menu, grant access to the adapter with 1D 500805FFABD8129
and change the connection name to MW360L X 1.
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e |

™ Grre soceas bo all connecilons
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After successfully installing Red Hat Linux 7.0 , apply Compag Fibre Channel Driver
cpgfc.owhich is located at

/lib/modules/2.2.16-22/scs (Linux is case sensitive, please type with lower case)

After changing to the correct folder, apply the Compag Fibre Channel Driver by typing
insmod cpgfc.o At the Linux command prompt and pressing enter to execute.

During the installation of the Compag Fibre Channel Driver for Linux, it will detect that

there are one logical drive that the Linux server can access. Linux will automatically
assign a name to the logical drive. In this scenario it was sdb.

For the Linux server to be able to access the drive, the administrator needs to map the
drive and mount it on the Linux server. Use the following Linux commands to mount
the logical drive to the Linux server. There are three steps to mount the drive.

a me2fs/dev/sdb (Creates a file system on drive sdb)
b. mdir /diskl (creates adirectory in Linux called diskl)
c. mount /dev/sdb /diskl (mounts the drive sdb to the directory diskl)



Compag StorageWorks RA4100 SAN Solutions Configuration and Setup Procedures 60

NetWare 5.1

In the NetWare 5.1 environment, CPQONLIN is used to configure the drive array. The procedure
is the same as described in the first configuration scenario.

1. Atthe NetWare 5.1 Console, type “CPQONLIN".

2. Select the correct Compag RA4000 controller. In this configuration it is
D952DBX10041.

3. Inthe“Logica Configuration View”, there should be two arrays that have already been
created and two remaining 9.1 GB drives. The two existing arrays belong to the Red Hat
Linux 7.0 server and the Windows 2000 Advanced Server.

4. Press“Enter” to move the cursor to the “ Controller Options’ page and select “Create
New Array”. Use dl the available drives to create a RAID 1 array.
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5. Confirm the creation of the RAID 1 array and press “Esc” to save the changes.

Loy Brive oo EAAB3E in BOSIIHELS11

: T¥Zd "B

6. Oncethelogical drive has been created, the ACU will give you the option of running the
SSP for this controller. Make sure the cursor ison “Yes’ and press “ESC” to allow the
SSP to run on this controller.

100G EESE

n BEF and add all conssctio
nErel lios Fer this Leylcal

7. Inthe CPQONLIN main configuration page, the newly created array “Array C” is
9095MB.

8. Oncethe array is created, use “NWCONFIG” to create NetWare Volume.

Now the configuration of the three stand-alone servers is finished. Each operating system can
only access the array that is assigned to it. The SSP will manage the access rules behind the
scenes.
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ACU and SSP in Windows NT Server Enterprise Edition

Windows NT Server Enterprise Edition cluster is formed by two servers and one storage
subsystem.

1
2.
3.

MW360NT1

MW360NT2

RA4000 controller ID D952DBX 10063 (three 9.1GB drives attached)
a  100MB logical drive for the quorum
b. 10000MB logical drive
c. 7251MB logica drive

The configuration procedures of the ACU and the SSP in this scenario are exactly the same as the
Windows 2000 Advanced Server procedures.

Note: Refer tothe “ACU and SSP in Windows 2000 Advanced Server” section.

Here are the steps for this configuration:

1
2.

12.
13.
14.
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Access the ACU through server MW360NT1.

Select the RA4000 controller with ID D952DBX 10063 from the Controller Selection
Menu.

Create one array using all three 9.1GB drives.
Create three logical drives under the array you have just created.

Select the first logical drive and modify the logical drive to grant access only to the
connection local to server MW360NT1.

Rename the connection to MW360NT1.

Repeat steps 5 and 6 for the remaining two logical drives.
Save the configuration and exit the ACU.

Access the ACU the through server MW360NT 2.

. Select the RA4000 Controller with ID D952DBX 10063.
. There should be three logical drives listed on this controller. Modify the Host Access of

the first logical drive to grant access only to the connection local to server MW360NT2.
Rename the connection to MW360NT2.

Repeat steps 11 and 12 for the remaining two logical drives.

Save the configuration and exit the ACU.
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Install MSCS

Open Disk Manager in Windows NT Server Enterprise Edition. There should be three un-
partitioned drives listed. Partition and format each drive accordingly. Then install MSCS. Use the
first logical drive, which has a 100MB capacity, as the quorum drive. This cluster should own
two logical drives. After MSCS is successfully installed, reapply Windows NT Service Pack 6a.
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Redundant Configuration

The redundant configuration, as describe in the previous section, consists of two FC-AL Switch
8s and two HBAs in each server. The ACU configuration procedures are the same as the previous
section. Since there are two HBAS in each system, the location section of SSP should detect 2
HBAs aslocal.

Redundant Configuration
% Windows NT Server Enterprise Edition MSCS
% NetWare 5.1 NCS
+ Stand-alone Windows NT 4.0 Server

Pre-configur ation assumptions:

1. Beforeinstalling the OS on the servers, al of the Compaq StorageWorks RA4000/4100
that belong to this configuration should be powered up. Then power on each system to
install the OS.

2. Each server has two HBAs and two Compag StorageWorks FC-AL Switch 8 connected
correctly.

3. Windows NT Server Enterprise Edition is properly installed, NTSSD, Compaq
Redundancy Manager, and Service Pack 6a have been applied to three servers
(MW360NT1, MW360NT2, MW360NT3).

4. NetWare 5.1 is properly installed, the Compag Novell NetWare SSD and Service Pack 1
have been applied to both servers (MW360NW1, MW360NW?2).

5. Thefive servers are attached to port 1 through 5 of the Compag StorageWorks FC-AL
Switch 8.

6. All the StorageWorks RA4000/4100s and the Compaq StorageWorks FC-AL Switch 8
w/PEM should be flashed with the latest firmware. If any previous configurations exist,
use the Compag ACU to delete any configuration on the array controllers.

7. No cluster software isinstalled on any of the servers.

Note: For more information about Compag Redundancy Manger, refer to the online
documentation CPQDXCFG.HLP included in the CD or the “Compaq ProLiant Cluster HA/F100
and HA/F200 Administrator Guide”

RedefinePort Policy

In this configuration, there are atotal of five servers and five StorageWorks RA4000/4100s.
Access the “Compag StorageWorks FC-AL Switch 8 Management Utility” through Internet
Explorer 5.0 or later. Make sure the browser is properly set up.

Note: Please refer to the settings procedure for the browser in the “Multi-Cluster Non-
Redundant Configuration” section.
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At the address bar, type the |P address of the FC-AL Switch 8. Login as “user” and use
“ADMIN" as password. Enter “public” for the read community and “private” for the write
community.

Click on the “FC-AL Switch” icon at the left panel. Select the “FC-AL Switch Port Detail” tab.
Set the LIP propagation of port 1to 5 to “Disabled” and port 6 to 8 to “Enabled”. In the PEM (3
Port Expansion Module), “Enabled” LIP propagation for all three ports.

In the redundant configuration, there are two Compagq StorageWorks FC-AL Switch 8. Configure
the second switch using Internet Explorer 5.0 or later. Set the LIP propagation of port 1 to 5 to
“Disabled” and port 6 to 8to “Enablde’. In the PEM (3 Port Expansion Module), “Enabled” the
LIP propagation for all three ports.
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ACU and SSP in Windows NT Server Enterprise Edition

The Windows NT Server Enterprise Edition cluster is formed by two servers and three storage
subsystems.

a Server MW360NT1
b. Server MW360NT2
c. Three Compag StorageWorks RA4000/4100 with ID
D952DBX 10041 (three 9.1GB drives attached)
1. 100MB logical drive for the quorum
2. Onelogical drive
D952DBX 10063 (three 9.1GB drives attached)
1. Onelogical drive
D952DBX 10056 (three 9.1GB drives attached)
1. Onelogical drive

In this scenario two HBAs in each of the servers. The redundant configuration steps are the same
with all the Windows NT Server Enterprise Edition systems. The only differenceisin the
“Logical Drive Host Access’ page in the SSP, which will show two Adapter IDs as Local. The
following steps are used to configure the ACU and SSP in the Windows NT Server Enterprise
Edition configuration:

1. Accessthe ACU through server MW360NT1. Three RA4000 Controllers are listed. As
shown in the “Controller Selection” section, al three controllers are marked as “ Redundant”.

' Compaq Array Configuration Utility
Controller  &ray  Diive  Wiew Help
Controller Selection _Controller——————— -
Settings... |
ontroller. Embedded Slot
0 ontroller, RAID Array ID DY520DEXT0041 (Red: Create Array.. |
IE FA4000 Contraller. RAID Array 1D D9520DBX10056 (Fedr—
FA4000 Controller, BAID Array ID DI52DB10063 (Redix] Amay
L . 8670 MB, RAID O, Logical Drive 1 Ty |
Expantd |
Create Logical Drive. . |
r=Logicall Drive —
Iodify |
lligrate:.. |
Extend.. |
Drive View i
’7. & Logical n  Bhysical | | hiore Information. .. I
[ |

2. Select RA4000 Array 1D D952DBX10041.

147E-0101A-WWEN



Compaq StorageWorks RA4100 SAN Solutions Configuration and Setup Procedures 67

3. Create one RAID 5 array using all three 9.1GB drives.
4. Create two logical drives under the Array A.

a 100 MB logical drive for quorum
b. One additional logical drive

i Compaq Array Configuration Utility

Contraller - Arrap  Diive  Wiew Help

Controller Selection

ﬁ FA4000 Cantroller, BAID Array 1D DA520EX10041 (Retj et |
ettings...
Logical Configuration View

[JEEE] R~4000 Controller, RAID Array D D352DB310041 (Redund gtz Aurary.. |

|— @ Array A Ay
I: . 00 MB, RAID 5, Logical Drive 1

. 17252 MB, RAID 5, Logical Drive 2

cContmoller——

Iodify.. |

Exgand.. |

Create Logical Drive.,. |

~Logical Drive

| Modify . |

Migrate. .. |

ol | =l Extend... |
Drive View

’7.  Logical n " Physical hore |nformation. .. |

| Flashing drive tray LEDs help locate your drives |

5. Select thefirst logical drive and modify the logical drive to grant access only to the
connections that are local to server MW360NT 1.

6. Inthe“Logica Drive Host Access’ page there are two local adapters listed in the “Location”
section of the page. That is because there are two HBAs in MW360NT1. In a redundant
configuration one HBA is active and the other HBA is standby. In the “ Status’ section of the
following screen, the active HBA will be listed as “Onling” the Standby HBA will be listed as
“Offling”. There should be two HBAs marked as “Local” in the “Logica Drive Host Access’
page. Grant access only to those two HBAs and change the connection names to
MW360NT1-1, MW360NT1-2. Save the setting and exit to the main configuration page of
the ACU.
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Logical Drive Host Access
& Grant access to all connections
¢~ Deny access to all connections

& Grant access only to the selected connections below

Connection Mame Adapter 1D | Location Status
[ 1y 3E0ONT -1 E00R0SF1FADBE129  Local Offline
] [ Unknown 500805F1FADB20CT  Unknown Offline
E00805F1FADB20AD  Remote Online
S00805F1FADBIFDS  Local Online
_’,_l_'_g,Unknown S00805F1FADB1FS2  Remote Online
[ [ Unknowen S00805F1FADBIBCF  Remote Online
Bename |

Done | Cancel | Help |

7. Repeat steps 5 and 6 for the second logical drive in this array.

8. At the main ACU screen, select the second RA4000 Controller ID D952DBX10063. Create
one RAID 5 array using all three physical drives. Then created one logical drive.

i Compaq Arrap Configuration Utility

Contraller - Arrap  Diive  Wiew Help

Controller Selection

ﬁ FA4000 Contraller, BAID Aray 1D DI520E>10063 (Retj
Logical Configuration View

[ B8] 4000 Controller, RAID Array ID D352DBX1003 (Recund Crats Aoy |

I—@ Array A

= Controller

Settitigs.. |

= Arnay,

), RAID 5, Lagical Drive 1 oty |

Exgand.. |

Create Logical Drive.,. |

~Logical Drive

| Modify . |

Migrate. .. |

| | _>| Extend. .. |
Drive View

’7.  Logical n " Physical | hore |nformation. .. I

| Flashing drive tray LEDs help locate your drives |

9. Open the“Logical Drive Host Access’ of the logical drive that was created on the RA4000
Controller with ID D952DBX10063. There should be two HBAs marked as “Local” in the
“Logical Drive Host Access’ page. Grant access only to those two HBAS and change the
connection names to MW360NT1-1, MW360NT1-2. Save the setting and exit to the main
configuration page of the ACU.
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Logical Drive Host Access
& Grant access to all connections
¢~ Deny access to all connections

& Grant access only to the selected connections below

Connection Mame Adapter 1D i Location Status

I S00B0SF1FADEE1ZY  Local Ciffline

S00B0SFIFADEZOCT  Unknown Ciffline

S00B0SF1FADEZOAD  Hemote Cinline

" B00805F1FADEIFDS  Local Cinlire

m Lnknown S00805F1FADB1FS2  Remote Online

F!!; Unk o S00805F1FADB1ECE  Remote Online
Bename 1

Done l Cancel 1 Help !

10. Select the third RA4000 Controller with ID D952DBX10056. Create one RAID 5 array using
all three drives. Then create one logical drive.

% Compaq Array Configuration Utility

Contraller  Aray  Diive  Yiew Help
Controller Selection

TIEREl F.49000 Contraller, RAID Ay ID DIE2DERT 0056 (Red =]

Logical Configuration View

[JBEE] RA4000 Cantroller, RAID Array D DI52DEXIN05E (Redund
|— %&i Array A ~Array
R - J17351 B, R

AID 5, Logical Drive 1

~Logical Drive —

Modify.. |
Migrate. .. i
1 I Extend... i
- Drive View |
. @ Logical " Bhysical | | tlare Information i

| Flashing drive tray LEDs help locate your drives

11. Grant access to server MW360NT1 with the new connection names MW360NT1-1,
MW360NT1-2.

12. Save the configuration and exit the ACU in server MW360NT 1.
13. Access the ACU through server MW360NT2.
14. Select the RA4000 Controller with ID D952DBX 10041

15. There are two logical drives, which have been created through the ACU on server
MWS360NT1. In the “Logica Drive Host Access’ page, grant access to server MW360NT2.
There are two HBAs listed as “Local”. These are the HBAs in server MW360NT 2.

16. Rename the connections to MW360NT2-1, WM360NT2-2. Save the configuration.
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Logical Drive Host Access
& Grant access to all connections
¢ Deny access to all connections
& Grant access only to the selected connections below
Connection Mame i Adapter D i Location Status
[T by 3EONT2-1 S00B0SF1FADEE1ZY  Local Ciffline
= hIE0NT -1 S00B0SFIFADEZOCT  Unknown Ciffline
o fWYIE0NT2-2 S00B0SF1FADEIFDY  Local Online
...... N EE N S00805F1FADEIFI2  Remote Cinlire
Bename 1
Done l Cancel i Help !

17. Select the controller ID D952DBX 10063 from the ACU, grant access only to server
MW360NT2. Rename the connections to MW360NT2-1 and MW360NT2-2.

Logical Drive Host Access
= Grant access to all connections
" Deny access to all connections
& Grant access only to the selected connections below
Connection Mame i Adapter 1D i Location Status
""" ) W IE0NT2-1 SO030SFIFADES1ZY  Local Offline
= MWYIEONTT-1 SO0Z0SFIFADEZOCT  Unknown Offline
B BV IE0NT2-2 E00805F1FADBIFDY  Local Online
e ] S00B05F1FADEIFI2  Hemote Cinline
Bename 1
Done I Cancel ! Help I

18. Select the controller ID D952DBX 10056 from the ACU, grant access only to MW360NT2.
Rename the connections to MW360NT2-1 and MW360NT2-2.

19. Save the configuration and exit the ACU in server MW360NT2.

Install MSCS

Open Disk Manager in Windows NT Server Enterprise Edition. There should be four un-
partitioned drives listed. Partition and format each drive accordingly. Then install MSCS. Use the
first logical drive, which has a 100MB capacity, as the quorum drive. This cluster should own
three logical drives. After MSCS is successfully installed, reapply Windows NT Service Pack 6a.
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ACU and SSP in NetWare 5.1

The NetWare 5.1 NCSis formed by two servers and one storage subsystem.
a Server MW360NW1
b. Server MW360NW2

c. Compaq StorageWorks RA4000/4100 ID D931DBX 10140 (three 18.1GB drives
attached)

1. Onelogical drive

Compag SANworks Secure Path is used to manage the redundant configuration in NetWare. The
Secure Path Client will be installed on a Windows 2000 client to monitor and manage the paths.

Secure Path Agent will be installed on both NetWare Servers. A summary of the installation and
configuration process s as follows:

1. Logon onto NetWare 5.1 from a Window 2000 client that has NetWare Client installed.

2. Install the Secure Path Client by inserting the Secure Path CD. The “ Secure Path Manager for
NetWare on Windows 2000" program will start automatically. Click “Yes’ to continue.

N =
g Ta inctnll Secure Path for Riebaarns:
\.,:) Jick the "W’ button and placs CD inko hsbvars CO-ROH dive and Folios
b Tebpasrs [retal dir schorns bocsbed n e Resdms s in e Docs descory,
Toinstal| Sy Pathy w30 For Mekrars on Wirdoes:
ik b WES" bt o arad b Boes Siabup's diesction:s.

Do vt mish bo procesd sith Serure Path for Sindowes Drebsl?

3. Following the setup instructions. Accept the license agreement. Make sure you only install
the “ Secure Path Client”. Click “Next” to continue.

x
Choose Componest ba install _-EI
1y
Servermeast be connecked |0 slorage; Clienl can beinsialled on any compuler wih TCRAF.
T T S
niaf Ghistd
% Hak Haul + Corcel |

4. Accept the default program folder. Click on “Next” to continue.

147E-0101A-WWEN



Compag StorageWorks RA4100 SAN Solutions Configuration and Setup Procedures

Secure Path Installation

Select Program Folder

Pleasze select a program folder.

Setup will add program icons to the Program Folder listed below. “'ou may type & new folder
name, o select one from the existing folders list. Click Mext to continue.

PBrogram Folders:

Administrative Tools
Compag System Tools
Mowel [Common]
Startup

| FrstallEhield

< Back | Nest » I Cancel i

5. Secure Path summarizes the settings before it starts to copy files. Click “Next” to start the
process.

Secure Path Installation

Start Copying Files

Review settings before copying files.

Setup has enough information to start copying the program files. 1f you want to review or
change any settings. click Back. If you are satisfied with the settings. click MNext to begin
copying files.

Current Settings:
SELECTION SUMMARY -

Installation Location:
- C:AProgram Files\CompaghSecurePath

Components to be installed:
- SecurePath Client

Start Up Location:

- SecurePath %
< ;|_|

| stallEhield

Cancel i

6. Once files have been successfully copied, click “Finish” to complete the Secure Path Client
setup.
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Secure Path Installation

Setup Complete

Setup has finished installing 5 ecurePath on your computer.

Click Finish to complete Setup.

< Back

7. The Secure Path Manager (SPM) will appear on the Programs Menu.

Scaion | CAPTOgran Rk Coingie g paPat bl liend

M sarem

e | [ | S e | Hket woress |
8. Before the administrator installs Secure Path Agent to the NetWare 5.1, edit the hosts file on

the Secure Path Client system and both NetWare 5.1 systems. Open the hosts file on the

Windows 2000 client and add MW360W?22, MW360NW1 and MW360NW?2 into the hosts

file. Save the file and exit.
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10.

RI=TES
Ble Bt Farmat Hel
# copyr TghT (o) 1993-1500 Mi1crosoft Corp. =]
Thisz 95 a zample HOETE File used by wicrozoft TORASIR for wincows.,
This file comtadins the mappings of IF addresses to host names. Each
ﬂnt }I' should be kept on an 1ndividual 1ipe, The IP address should
aced 1n the first column follawed D'E the corresponding bost nane
1P“=- 1P address and the hast name should Be separated by 4T 12ast ane
SRACE,
md*t fonally, commerts (such as thesed may be ‘inserted on Inciuidual

imes or fo 'Imrlq the machine name denoted by a '#' symbol.

Far exatip le:

P I L 1-1-_11-1-4-11.-1-11-1-1-1-1-\1-

162, 54, 54,97 rhinag, acma, com & source servar

38, 25.63.10 W, ATNE. OO + u cliert host
27 0,01 Tocalhost
a, 20 100,47 eI
0, 20,100,432 M3 S0
0. 200100, 46 MelE A2 2

e

On both NetWare 5.1 systems, edit the host file using the “edit” command. At the NetWare

Server Console type “edit sys:\etc\hosts” to edit the host file. NetWare is case sensitive; the

server names must be exactly the same as shown in the NetWare Server Console. Add IP
resolution for MW360NW1, MW360NW2 and client system MW360W22 to the hosts file.

£ narmal Lo

=

L.gom loghost

=T
ar

vy addresses en the Insernet

H
-
#H
i
#
H
1
i
A
/]
#

Use the “ping” command at NetWare Server console to verify that name/I P resolution works.
At the NetWare Server Console, type, “ping MW360W22". NetWare is case sensitive. Type

exactly the same names that the administrator added in the NetWare Server hosts file.

ing moduls FIRG. MLH
o0 P i £

=
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11. After the name/IP resolution has been established, the installation of the Secure Path Agent
can start. Insert the Secure Path CD into server MW360NW1. Mount the CDROM for server
MW360NW1. Once the CDROM is successfully mounted, type “NWCONFIG” at NetWare
Console and select ” Product Option”.

wz to haghlight an eption,. then pracx

12. Select the“Install a product not listed” from " Other Installation Action”.

p %F1 lymuasus zceemn 4 Ex gu Laztx

13. Use the F3 key to specify the path to the Secure Path Agent installation files and press
“Enter”. The Secure Path Agent installation process will start. After the installation, the
Secure Path configuration page will come up. Select the “Agent Administration”.

prazz  EMTEN

14. To set the password for Secure Path Client access; select “Change Password”. A dialogue
box will appear. Enter the password. The system will prompt you to re-enter the password.
The password is case sensitive. Use the “Esc” key to leave the agent administration.
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S #0,C OMELE EXE

WGEMT ADHIHISTHIT DOM

wemzz EMIEH. Prez: EEOAPE o cancs

15. From the “Main Menu” of Secure Path select “ Client Administration” to configure the Secure
Path Client. Select “Add a Client”.

CLIEHT ARMIHIETRATION |

yrmzz EMTEN. Prezz EECAPE o cancael.

16. Enter the client name that has the Secure Path Client installed. In this configuration the client
name is MW360W22. This process will let server MW360W22 have access to NetWare to
manage and monitor the activities of Secure Path.

17. Restart the NetWare 5.1 server, MW360NW1, after installing and configuring the Secure
Path Agent.

18. Repeat steps 9 through 17 for NetWare 5.1 server MW360NW2.

19. After both NetWare Servers reboot, from the NetWare Server Console of MW360NW1, start
the CPQONLIN utility to enable the SSP.
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FHRODNSOLEERE

20. There are two HBAS in each of the NetWare 5.1 servers. The CPQONLIN utility detects two
Compag HBAs and the local smart array controller. By default, Secure Path Agent sets one of
the HBAs to “Active’ and the other is set to “ Standby”.

Select the first HBA in the box. If following message appears this HBA isin the “ Standby”
mode. Press any key to exit.

" ERIDDSOLUEEXE

= ko hagrhlag proxz b 5 Fl=Halp

21. Select the other Compag HBA, which will bein “Active” mode. In the “ Select Active
Controller” section, the controller with ID D931DBX10104 is listed and is marked as
“Redundant”. Select this controller and create a RAID 5 Array using all three drives that are
attached to the controller.

" ERIDDSOLUEEXE

we ko haghlay press ih - Fl=Halp

22. Enable the SSP for the logical drive. Exit the CPQONLIN utility and reboot the server.
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* E RIS OLUE.EXE

=Hhyzical Uiswe I Fl-Hlalp

23. To enable the SSP in MW360NW2, type CPQONLIN in the NetWare 5.1 Server Console. In
the “ Available Options’ select the HBA that is marked as “ Active’. Enable the SSP. Exit the

CPQONLIN and reboot the server.

Secure Path for NetWare has been successfully installed. From the Secure Path Client open the
Secure Path Manager from the Program menu. Type the names of two NetWare Servers and the
password that was set in the configuration process of the Secure Path Agent. Give a profile name
for this setting and save the profile. Then click “Login”.

Secure Path Login

Pleaze enter Host Modes, Cluster. Pazzword and Profile name information:

—Modes:
E nter Hogtname and Clustername [if am] Prafilez)
zeparated by ' [Hyphen] Ite&t j
Hast-Cluster names
bl IE0MAA ;I | Save F'lofilel | Mew I
bl BEOMW 2

Pazsword [caze senzitive]

l‘ ¥ Save Passwaord

Exit | Help | Login I

As shown in the following screen, there are two Array Controllers in one Compag StorageWorks
RA4000/4100. There is one logical drive. Detailed information about the hardware settings are
listed in the right panel.
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o SecweFuthimmager =
e Fiopsted e Help
Ew f
WM RN
Wrrge T [ (INITL
e [T ——
Torege Syeban 0 (e DEOOKLON)
=TT Conbabark [5 I POSEEOEL S0CA e W LTA31 DRSS LR
e Tobsdvgnbed of birg 1
= TPy, \Cookralre
A1) Conballerts (3.0 POSSOE] Wa1TFT] g
Bisn Falisck Erosbled
Lowd Ditrition: Divabisd
Pt by e e
dstet] | 0] @ | Elwewmzoworsw | Bnpoosaroe | T ———r———— (TR

NOTE: For more information regarding Compag SANworks Secure Path for NetWare, please
refer to the documentation AA-RN72A-TE in Secure Path CD NWSPV 30.

Install NCS

Use the “NWCONFIG” utility to create NetWare Volumes before installing NCS. After
successfully installing NCS, reapply the latest Support Pack for NetWare 5.1.

Standalone Windows 4.0 NT Server

The Window NT 4.0 stand-alone server with one StorageWorks RA4000/4100 storage
subsystem.

a Server MW360NT3

b. RA4000 controller with ID D952DBX 10030 (three 9.1GB drives attached)
The configuration steps are the same as non-redundant configuration step except in the SSP.
A summary for this scenario follows:
1. Accessthe ACU through server MW360NT3
Select the RA4000 controller ID D952DBX 10030 from the Controller Selection Menu.
Create one array using al three 9.1GB drives.
Create one logical drive under the array just created.

Select the logical drive and modify the logical drive to grant access only to the connection
local to server MW360NT3.

Rename the connection to MW360NT3.
Save the configuration and exit ACU in server MW360NT1.

o~ DN
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Conclusion

The StorageWorks RA4100 SAN delivers a uniquely affordable SAN that simplifies storage
management, tames explosive data growth and reduces business down time. It's scalable
architecture and broad range of OS, ProLiant and industry standard x86 platform support allows
for re-deployment or reconfiguration of storage as computing environments change. With
centralized management, storage consolidation and dynamic storage allocation and access
control, the RA4100 SAN truly delivers business flexibility, increased service levels and
operational efficiencies at a price point unmatched in the industry today.
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