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Abstract As the peformance & processrs and pepherals
improves and companies increasingoveto distributed
architectures while consolidatingrsers, tle company's
administrators geneate hgh-speed and data intemsinetvork
applicationsAs aresult, interconnects between ssvand tie I/0O
devices thg supprt have beome a managgement ottlened.

Fibre Channel storage solutions shatter distance, conrggctivi
capadiy, and bandwidth limitations of L. Fibre Channel allows
highly scdable, hidg-peformance stage solutions for the most
demandirg applicatons. Compaq beliees Fibre Channel is the best
interconnect technody choicefor future stoage solutions and has
developed the RAD Array 4000(RA4000 Storage System, which is
basedon this technlogy.

This pape descibes fow to:

= Upgrade an existing singtontoller Fibre Channel Storage
Systeam to the dual ontroller RA4000

» |nstall anRA4000 with eithe single or dual @ntrollers

= Deploy full redundang with eithe aFibre Channel $trage
Systam or anRA4000

For more information on Fibre Channel techotogy, go to

http://www.compagq.com/products/servers/storage/fibre.html
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Fibre Channel Storage Systemto RAID
Array 4000

The mpaqg SorageWorks RAID Array 4000(RA4000, formerly the Fibre Channel Strage
System (FCSS), is anexternal storage solution incorporatiftipre Channel interconnect
techrology. Campaq chaged the nene of the FCSS to the R4000 b clealy position this
product within our line oéxternal stoage solutions and levagethe new rebranded
Storageworks. Nonef the functionalty of the FCSS has been reduced, in fact, @amhas
added ginificant newfeatues b theRA4000.

With the RA400Q Compaqg hasmplementedredundant ontroller support for both theRA4000
and theFCSSfor Windows NT 4.0 and NeVare 4x and 5x. Redundantantroller support
allows for dualfibre loop configurations andfurther reduces bth planned ad unplanned
downtime.

The FCSS ontroller board contained 32megabytes of cache ér systens mantiactued béore
September 15, 1998, and 64 mieges of cachefor systens manufactured after

Septenber 15, 1998 The ontroller board for the RA4000systemfeatues 64megabytes of
cache With bothsystems, the aray controller ishoused in the external stge cabinet With the
RA4000, the customer can utilize two controller cards with the acayimgesoftwag.

The RA4000 Storage System

In its base anfiguration, anRA4000 sbrage system onsistsof the following canponens:
* A Fibre ChanneHost Adapte (installed in a @mpaqg X86 sever)

* A Fibre Channel Srage Hub andrequred Fibre Channel inteeonnects

e Oneor more RA4000s sipped standed with RA4000 ntrollers

A descriptionof each component is detailed in the sections below.

Fibre Channel Host Adapter
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The Compadribre ChanneHog Adapter isa high-speed host interface thabopides
connectiity from the sever toone or multiple RA4000svia aFibre Channel Strage Hub.

The adapter is available in eitheP@l versionor anEISA verson. The Fibre Channel Host
Adapter/Rs a 33 MHz 32-bit PCI bus mastedevice. Tte Fibre Channel HasAdapter/E idor
use in a s&er equipped only with an HSA expanson busor with a sever that has aajority of
EISA bus slots. TeFibre Channel Host Adapter/Bkes advarage of the EISA architectureby
performing 32-bit busmaste burst randers.

IMPORTANT: Both the PCand BSA versionsof the Fibre ChanneHost Adapte requie
installation ofa gigabit interfaceconverter module into tle I/O port béore the mult-mode fibre
cable is connected.
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Gigabit Interface Co nverters

Gigabit inteface onverters (GBICsg) are industy-standad connectbn devices that bt plug into
Fibre Channel srage hubs andoatrollers. A GBIC converts seial electical signals b seial
optical signals for bdirecional transmission of datarass tte Fibre Channel media.

GBICsare available in twovarieties:

* Short wave (GBIC-SW)—For connectons up © 500meteas. A GBIC-SW provides a
trangnission rateof 100megabytes pe seond at distances up 500 metas using
50-micron, mult-mode fiberoptic cables62.5-micron, multi-mode fiberoptic cable is
also supmrted but distancesra limited o 300metes.

* Longwave (GBIC-LW )—For connectbns between 50fheters and 1@ilometers. A
GBIC-LW provides a tansnission rateof 100 megabytes per semnd at distances up to
10 kilomegrs of 9-micron, singe-mode fiberoptic cable GBIC-LW arenot currenty
supported on Mimsoft Cluster Ser configurations.

Note: GBICson both ends ofray Fibre Channel cable link must be the sagpe. For example,
GBIC-SW must link toGBIC-SW andGBIC-LW must linkto GBIC-LW. Intermixing $ort
wavetypes and long vave types on any single link is functiondy incompatible.

Fibre Channel Storage Hubs
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Fibre Channel StageHubs accept different cabigpes, alowingfor intermixed cable pairs
within a bpology, and use @rt bypass aicuitry to keep aFibre Channeldop topology intact The
RA4000 can beanfigured usimg a Fibre Channel Srage Hub 7 a aFibre Channel $rage

Hub 12.

Fibre Channel Storage Hub 7

The GmpaqFibre Channel Srage Hub 7 is a seen-port hub that ceates a
100-megabytesper-semnd Fibre ChanneArbitratedLoop through its integnal wiring and bgic.

Note: GBICson both ends ofray Fibre Channel cable link must be the sagpe. For example,
GBIC-SW must link toGBIC-SW andGBIC-LW must linkto GBIC-LW. Intermixing $ort
wavetypes and long vave types on any single link is functiondy incompatible.

A Fibre Channel Srage Hub 7 is capablefasupporting:

* Up to six RA4000s pehub

* Upto 72 spindés pe sever sbt

* Uptol75TB per sever slot

* Interconnect distances up 600meteas pe link using GBIC-SW

* Interconnect distanced uj tLO kil ometers per lirk using GBIC-LW
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Fibre Channel Storage Hub 12

The GmpaqgFibre Channel $rage Hub 12 is an intelgent, 12port hub similar to the Fibre
ChannelStorage Hub 7.

A Fibre Channel Srage Hub 12 is capablef supporting:

* Upto1ll RA4000s pehub.

* Upto 132 spidles pe saver slot.

* Upto3.2TB pe sewer sbt.

* Interconnect distances up 5600meteas pe link using GBIC-SW.

* Interconnect distances up LOkilometeas pe link using GBIC-LW.

RAID Array 4000

The RAD Array 4000(RA4000 is an aternal dive encbsure containing a hgh-performance
RA4000 Mntroller, hot-pluggable had disk drives,fan assmbly, and pwer supplies.

The RA4000 albws you to simultaneusly scde capadiy, cacheand pocessitg power. Each
RA4000featuesoptional hot-plug redundant pwer supplies ad fans This aray supprts dual
controllers, which provide antroller failover redundang. TheRA4000 is &ailable in bwer or
4U rack form factors and supgrts eght L6-inch or twelve 1-inch had disk drives or a btal of
2912 GB pe encbsue usirg 36.4 GB drives.

The number of RA4000s that can be depkd in an R4000 Strage Systan depend®n the
number and onfiguration of theFibre Channel Srage Hubs The number and onfiguration of
the sbrage hubs degndson thenumber of Fibre ChanneHost Adaptes installed in the seer.

Note: The Canpaq RA4000 is dive tray compatible with @mpaqg X86 Severs andProLiant
Storage Systems Wide Ultra SGI-3 Hot Plug).

RA4000 Controller
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The RA4000 Mntroller is an intellgentFibre Channeto-SCSlarray controller integrated into
the RA400Q The ontroller is basedn the @mpaq Inart Array architectue and has two
Wide Ultra SGSI-3 channels. Each channel can transfer da4@ ategaytes per seondfor a
total of 80 megabytes pe seond possible intenal bandwidth. The aray controller-to-host
interface § Fibre Channel fohigh-speed connection to therger. The Fibre Channel interface
can tander data to the seer at bustrates & 100megabytes per seand.

The RA4000 Mntroller supprts RAID levels 0, 61, 1, 4, and 5lt also supports multiple logical
drives with hd-swap capabilities and online capgg@xpansion within the ay. Thecontroller
featues skth-genegation Canpaq RAD techrology and mmponents and aotal of 64 megabytes
of usable cache (16agabytesread and 48 mebstes use-selectals read/writg.

The RA4000 ntroller supprts Wide-Ultra SCSI-3, FastWide SCSI-2, or Fast SGI-2 drives.
Useof SCSI techrology inside the R4000 albws cusbmers to use xisting SCSI disk drives.
Since hard disk drives areetinod costy part of a storage system, this compatibiliyy canreduce
the ost d implementirg an RA4000 Sorage System.
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Deploying the RA4000

Upgrad ing from FCSS to RA4000
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The RA4000 is aropen ®lution that has been testgmoven andoptimizedfor seamless
integration and unmatched parftance with Compaq X86 servers and critical applications. This
solution features eontroller board with 64 meghytes of cache. Theontroller board insome

Fibre Channel Stage Systems (FCSS) contain 32 mebgtes of cache.

To upgradeyour FCSS b anRA400Q you must:

1. Ensure the cache sizesymur controllerpairs areequal. Otherwiseyour cache will be
disabled and performance wile reduced. Youalternativesare to paircontrollers with either
32 MB or 64 MB caches or to upgrade an existing/® cache contoller with a 64 MB
cache. To do syou mus order and install the Comp&gpre ChanneArray Controller
64 MB Cache UgradeKit (p/n 262398-B21).

IMPORTANT: When ugrading to the RFA4000,make sure the cache sizef the @ntroller
boards matchf the cache sizes do hmatch, dl of thecache will be disabled.

2. Install the new drivers andifaiwareincluded on SmartStart 4.3 oréat

3. If you areusing MiadosoftWindowsNT (either clustered or nonclustered installations),
purchase the @npagProLiant Cluste HA/F 200Kkit.

Each intgratedRA4000 Mntroller includes an erdmcedArray Accelerdor with a otal of

64 megdytes of cacheOf thattotal, 16 negabytes is dedicated read cache that isgnated on
the base controlldsoard.The remaining 48 medstes of cache is ugeselectable, batty-backed
read/write cach&ocated on amall, emovable board that plugs into the basatroller.

Onemajor advantage bmigrating from anFCSS to the R4000 is that the cuatner canrun two
controller cards, ach with 64 meghytes ofcache, withavailable sofware. Inaredundant
configuraton, if the adtve controler or othercomponent fas or becomes inoperaty the
standly controller will take over, rotify the system administrator of the poblem, andmaintain
operation of the stoage subystem Unplanned dwntime isminimized.

An RA4000 can pvide redundang in eithe a sirgle sever ervironmentor in a clusteed sever
environment.

In any type of saver ervironment, the RA400Qs) must hae dual ontrollers installed ® ensue
controller failover redundncy. With single controllers, there is ro controller redundang to
protect the data should a component fail.
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Configuration Scenarios
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System configurationsvary widdy, but RA4000s with dual antrollers can be easildepbyed in
any scenario withvery littl e operating interuption. Customers can increaserage capady and
achieveredundang in an endless maber of configuration scengos. Four common
configurations ae detailed bew.

* Single Server/Single Cotroll er. Thesystemcontains one seer and oneontroller per
RA400Q There is ro redundanyg in this onfiguration.

* Dual Servers/Single Catroller. Thesystem cortains two severs and oneontroller per
RA4000 running Microsoft Cluster Sefer or NetWareHigh Availability Sewer. There is no
storage systemredundanyg in this onfiguration.

* Single Server/Dual Catrol lers. The systam containsone sever and two ontrollers per
RA4000 b provide redundncy. Dual ontrollers kring controller failover redundanyg for the
system to this scenario.

» Dual Servers/Dual Cantroller s. Thesystem contains tw sewers running Microsoft Cluster
Sewer or NéWareHigh Availability Server and two controllers perRA4000 b provide
redunéncy. Dual ontrollers and severs kring controller failover redundang for thesystem
to this scenario.

Note: Single Sever/Sinde Contoller, Dual Severs/Single Combller, Single ®rver/Dual
Contrallers, and Dual Serers/DualControllers, ae ot theonly RA4000 onfiguration scendos.
System configurationsmay vary dependig on the custmer’s operating ervironment.

Incompatibilities in bus andrive mapping exist betwe€fompagProLiant StoageSystemsand
the RA4000 eceptfor theF2 or U2 models For thisrea®n, data steedon had drives in a
ProLiant Sorage System F2 or U2 connected to &martArray Controllercan be rigrated
directly to anRA4000 povided theHDDs ae kept in the sae physicalorder and RA4000
Controller FW 1.14 or later is usedrFor ProLiant Sbrage Systems modelsF1, U1, and UE,
migrating staed datad anRA4000requres afull badkup andresore operaton. Refa to
www.compag.confior details abut migrating to anRA4000from a Compagq RoLiant Stoage
System using Compaq Smiadrray Controllers.
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Single Server/Single Contr oller
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Cusbmers deplging asingle seweror an entiréy new sbrage system with asingle sewer/simgle
controller configuration must:

1. InsertaGBIC into the Fibre ChanneHog Adapter.
2. Install tre Fibre Channel HdsAdapter in the seev.

3. Inserta GBIC into the Fibre Channel Storagelub. Us aGBIC-SW if the connection to the
server is 500 meters or less,aGBIC-LW if the connectioro the server is between
500metas andl10 kilometeas.

Figure 1. RA4000 Storage System with Single Server/Single Co ntroller

IMPORTANT: Systans deplging GBIC-SW use ®-micron, multi-modefiber optic cable.
Systems deplging GBIC-LW use9-micron, single-modefiber optic cable.

4. Connect aFibre Channel Srage Hub to theFibre ChanneHost Adapter.

5. InsetaGBIC into the aray controller at theRA400Q Use aGBIC-SW if the @nnecton to
the hub $500 metersr less,or a GBIC-LW if the connectbn to the hub is between
500metas andl10 kilometes.

Note: The necessg GBIC and the appropriate fibeptic cable areletermineddy individual
customer needs arsgistem design.

6. Connect the R400Q(s) to theFibre Channel $rage Hub.

Note: In single-senver ervironments the sever can be onnected diectly to theRA4000.

7. Run the @mpaqg Optons RMPag.It is providedon the Conpaq SnartStart and Supmpt
Software CD 430 or late that is shipped with thedihpaq SorageWorks RA4000 and
RA4000 Relundant ntroller.
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Dual Servers/Sin gle Contro ller
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Figure 2. RA4000 Storage System with Dual Server/Single Co ntroller

Customers whonly require asystem with a singlerray controller, may want the féxibili ty of a
system with two servers.

Customers nigrating fom a single s@er to a sever cluster ordeploying an entirey new $orage
system with a dual servers/singtentroller configurationmug:

1
2.

Inserta GBIC into the Fibre ChanneHog Adapter.

Install tre Fibre Channel HdsAdapter into the added senor into both seversif the storage
system is entirdy new.

Inserta GBIC into the Fibre Channel StoragElub. Us aGBIC-SW if the connection to the
server is 500 meters or less,aGBIC-LW if the connectiorio the server is between
500 meteas and10 kil ometa's.

IMPORTANT: Systans deplying GBIC-SW use ®-micron, multi-modefiber optic cable.
Systams deplging GBIC-LW use9-micron, single-modefiber optic cable.

4,
5.

Connect aFibre Channel Srage Hub to theFibre ChanneHost Adaptes.

Insat a GBIC into the aray controller at theRA400Q Use aGBIC-SW if the @nnecton to
the hub $§500 meter®r less,or a GBIC-LW if the connecton to the hub is between
500metas andl0 kil ometess.

Note: The necessg GBIC and the appropriate fibeptic cable areletermineddy individual
customer needs arsgistem design.

6.
7.

Connect the R4000 b theFibre Channel $rage Hub.

Run the @mpaqg Optons RMPag.It is providedon the Conpaq SnartStart and Supmpt
Software CD 430 or later that is shipped with thedihpaq SbrageWorks RA4000 and
RA4000 Reundant ntroller.
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Single Server/Dual Contr ollers

02060699

Server

RA4000

Figure 3. RA4000 Storage System with Single Server/Dual Controllers

Cusbmers who want aredundant strage system, but b not require a sever cluste, can deply a
system containing a sirgle sewer/dual ontroller depbyment scenao.

Customers depiong a single servesr installing an entilg new sorage system with a single
saver/dual ontrollers mnfiguration must:

1. InsertaGBIC into wo Fibre ChanneHog Adapters.
2. Install thewo Fibre Channel HdsAdapters into the seer.

3. Inset aGBIC intoeach oftwo Fibre Channel Storagdubs. Usea GBIC-SW if the
connectbn to the sever is 500metas a less or aGBIC-LW if the ®nnectbn to the sever is
between 500 meters and 10 kilders.

IMPORTANT: Systans deplging GBIC-SW use ®-micron, multi-modefiber optic cable.
Systams deplying GBIC-LW use9-micron, single-modefiber optic cable.

4. ConneciaFibre Channel Storagklub to eachFibre Channel HdasAdapter.

5. Inset aGBIC into each aay controller at theRA400(Q(s). Use aGBIC-SW if the mnnectbn
to the hub is B0 meters or lessr aGBIC-LW if the mnnecton to the hub is between
500metas andl0 kil omete's.

IMPORTANT: OneFibre Channel lik pe array controller is requied.

Note: The necessy GBIC and the appropriate fibeptic cable areleterminedy individual
customer needs arggistem design.
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6. Connect each R4000 b the Fibre Channel Stage Hub for each controller link.

Note: In sirgle sewer environments the sever can be onnected diectly to the RA4000.

7. Run the @mpaqg Optons RMPag.lt is providedon the Conpaq SnartStart and Supmot
Software CD 430 or later that is shipped with thedtnpaq StrageWorks RA4000 and
RA4000 Reundant ntroller.

Dual Servers/Dual Controllers

RA4000s

_—

Figure 4. RA4000 Storage System with Dual Servers/Dual Controllers

Themost canmon configuration uses aystem containing two severs and two aay controllers.
The dual severs/dual ontrollers mnfiguration ensues hadware redundang.

Customers ngrating fom a single swerto a sever cluster or installing an entinehew dorage
system with a dual severs/dual controérs configurationmud:

1. InsertaGBIC into wo Fibre ChanneHogs Adapters.

2. Install the wo Fibre Channel HdsAdapters into the added server obtwh serers if the
storagesystem is entirly new.

3. Inset aGBIC intoeach oftwo Fibre Channel Storagdubs. Usea GBIC-SW if the
connectbn to the sever is 500metas a less or aGBIC-LW if the ®nnectbn to the sever is
between 500 meters and 10 kilders.

IMPORTANT: Systans deplging GBIC-SW use ®-micron, multi-modefiber optic cable.
Systeams deplying GBIC-LW use9-micron, single-modefiber optic cable.

4. ConneciaFibre Channel Storagklub to eachFibre Channel HdsAdapter in each seer.

5. Inset aGBIC into each aay controller at theRA400(Q(s). Use aGBIC-SW if the mnnectbn
to the hub is B0 meters or lessr aGBIC-LW if the @mnnecton to the hub is between
500metas andl0 kil ometess.

02060699
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IMPORTANT: OneFibre Channel likk per array controller is requred.

Note: The necessg GBIC and the appropriate fibeptic cable areletermineddy individual
customer needs arsgistem design.

6. Connect each R4000 b the Fibre Channel $rage Hub for each aontroller link.

7. Run the @mpaqg Optons RMPag.It is providedon the Conpaq SnartStart and Supmpt
Software CD 430 or later that is shipped with thedihpaq SbrageWorks RA4000 and
RA4000 Reundant ntroller.

Firmware

Thefirmware sbred inreadonly menmory (ROM) on the RA4000 ntrollers ddines thefeatues
of theRA400Q Thefirmware mntrols RAID operation, error handlirg, andmanaement
information asrepated to @Wmpaglnsight Manager. The RA4000 slips with the ppropriate
firmware loaded.If a cusomer chaoses to install vioudy used dik drives in an R4000, the
administrato may needto flash the disk ROM to upgradeetfirmwareon the used disk drives.
Firmware ugrades ér theRA4000 can bélashedonto the RA4000 ntroller using Compagq
Options ROMPag.

The mpaq InartStart and Suppt Software CDcontains sftware, divers, and utilities that
automate the installation ofraliable and weétlintegrated sewlr configuraion. This
easy-to-follow proglam steamlines sever setup, tunes the Compagq serto takefull advantage
of the hadware and sftware and povides onsistent sever pefformance.

The RA4000 has erdmced dive aray capabilities. Theefore, Canpaqrecommends that
customers use the lat&3tstems ROMPaq to flash the RM on existing srvers before installing
a Fibre Host Adapter.

Systems ROMPaq is a special @npagq utilty for updatirg the fimware in @mpagq severs.lIt is
providedon the Canpag SnartStartand Supprt Software CD 4.3Qr later.

Operating S ystems Supported
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Thefoll owing operating systems can supgqrt the RA4000 in a sigle controller configuration:
* Windows NT 4.0

* NetWare 312/320, 4.11, and 50

* UnixWare 21 and 7

* SCO OpenServer 5.0

e Banyan Vines & and 7x

e 0S/2 SMP2.11 andWarp Srver

e Solaris 25, 2.5.1, and 26



Compagq RAID Array 4000 Storage System: Deployment and Configuration 13

Thefoll owing operating systams can supgrt the RA4000 in a dual antroller configuration:

Windows NT 4.0- MicrosoftWindows NT Enterpris Edition, Verson 4.0, provides
Clustering Service® increase applicatioavailability. The Clustering Swices allow a
serve’s applications to faoverto anothesener in the event of sever hardware, @, or
application failure. Compaq produced the first fibre channel stegestgen to receive
certification from Microsoft for clusteing support, and the Cmpaq slution has the lagest
number of approved @nfigurations.

NetWare4.11 and 5.0 NetWare needs little downtinf@r capacty upgrades because it
allows PCI switchirg, capaciy expanson, andvolume extensbn to be catied out in hot plug
mode.Compaqg was the beta platform fortMéare High Availability Server, and has the dy
fibre channesystem curently qualified on NHAS.

Upgrading from Single Controller S  olutions

Wind ows NT 4.0 Installa tion Instruct ions

To install theRA4000using Windows NT:

1
2.

N o g s~ w

Shut down the server.

Install theredundant omponens:

* Fibre Channel HdsAdapter

e Storage Hub (7 or 12)

* Redwndant RFA4000 Controller

* GBICs and-C cables

Boot using Options ROMPaq b upgrade RV on allRA4000 ntrollers.
Install latesNT OS divers from SSD2.13.

Run the Rdundang Manage Install CD.

Install the OS RedundantManayer software from CD andrebaot.
Configure the stoage usirg Compag Redunahcy Manager.

NetWare Installatio n Instruct ions
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To install theRA4000using NetWare:

1
2.

Shut down the server.

Install theredundant halware componens:

* Fibre Channel HasAdapter

e Storage Hub (7 or 12)

* Redwdant RA4000 Controller

* GBICs andC cables

Boot Options ROMPaq b upgradeFW on all RA4000 ntrollers.
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Bootto DOS on the sever

Copy the latest EQFC.HAM driver (version 2.00 ogreate) to CANWSERVER from
NSSD 5.10 or later.

6. Ensure that the BQFC.HAM driver will be loaded for ng Fibre ChanneHost Adapter(s)
by editing the erver's STARTUP.NCF file and eithe:

7. Add new “load"command(sfor CPQFC.HAM using the “slot= n” command line paramert
where “n” is the slot numivef the nev Fibre Channel HdasAdapter(3.

OR

8. Use a single instance of “load cpgfc.hawithout a “dot =" command line parametso that
the driver will load for all supprted Fibre Channel Idst Adapters installed in the ser.

9. Restart the sger. (PQFC.HAM will automaticaly detect and utilize new redundanthm

RA4000 Configuration

Compag has deeloped the éllowing utilities to smplify configuration of an RA4000 sbrage
system.

» Array ConfigurationUtili ty
* Fibre Faultlsolation Utili ty
* Compaq Redadang Manayer

Array Confi gurati on Utility
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The Compadirray Configuraton Utility (ACU) is provided on the Compaq Smara&tand
Support Software CD and usesg@raphical inteface to seamline configuration of RA4000s The
ACU contains intuitive online configurationizards that provide guided paths émmpletearray
configuraton. The ACU ako contains customized paths for administra needing complete
control over configuration options.

Version 1.20 and latesf the ACU provides an interfacto intelligent features of thRA4000
Controller thatmake it eay for administrators to configure, modify, expand manage, and
monitor their storag

Using theACU, an administratozan quicky as$gn physical dives to an aay. Up to 4 dives
can be assigned as online spares, and from 1 to 32 logieas dan be eated per combller.
TheACU steps through each logicalde configuraton until all space is allocateBault
tolerancedvels can be selectarh a logical dive basis.

Custom confyuration paths allow the administratorexamine the details of both logicand
physical views and tanakespecificconfiguration changei$ necessgy. Graphical vievg of the
array and the logical drivemake it eay to visualize hovithe stoage i configured.

Capacdiy expansion is done at theray levd, not at the logical dive level. In mostcases, all disk
drives attached toeontoller should be guped together into a sirghrray. This allows for the
most dficient use 8RAID redundang.
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Other featuresf the ACU include three tjht-emitting diodes(LEDS). If several RA4000s are
installed in one location (such as a data a@nitemay bedifficult for an administr@r to
remember the faysical location of the drivébeing conifgured at ay given time.To eiminate that
problem, tle ACU flashes all thre LED indicatos on the fysical drivetray for thecontroller
being configured.

The user interface displs informaton such as thiD assgned b each RA40000n the Fibre
ChannelArbitratedLoop (FC-AL). The administrator my change thesID assignments in the
ControllerSettings window.

The CompaddCU was designed toonfigure amaxmumof eightcontrollers.WindowsNT 4.0
supports amaximum of eight logical drives in an R400Q In maximum configuration
environments, taACU may opeaate a bit slaver than expected’he ACU disphys an hourglass
cursor to indicate that it is processing.

Fibre Fault Isolation Utility
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Since the R4000 is thdirst Compaqg poduct b use arFFC-AL topology and thedop includes
many components, Capaq deeloped two new supprt tods foundon the $nartStart and
Support Software CD:

* TheFibre ChanneTroublesioating Guide
* TheFibre FaultIsolaton Utili ty

The troublestooting guide desdbes @mponentsof theRA4000 and thé&ibre Fault Isolation
Utili ty. It contains flowcharts and othefammationfor troubleshooting.

The purpose of #hFibre Fault Isolation Utility is to verify the installation and opefah of a new
or existing RA4000.When used with thedublestoating flowcharts, this utity provides fault
detection and help in isolating problems oaFC-AL.

Before configuring thesystem, Campaqrecommendsrunning the Fibre Fault Isolation Utility as
soon as all hardware oaponentsof the RA4000 hae been onnected. This utity is run offline’
on the serer. It displays agraphical window showing eadfibre Channel HdsAdapter and each
RA4000 that is pperly connectedn the lap. If oneof these canponents is ot displayedon

the screen, consult the troubleshootjuide to detamine why.

The Fibre Faul Isolaton Utility displys all devces that arerppety logged on to ta FC-AL and
tests for link erorswithin the loop A link is the poriton ofthe loop between &Fbre Host
Adapter and a staga hubor between a stoge hub and an R4000.

Y Inthis case, offlinemeans equipment that is turned off, not opesting, or is not phygcally conreded to the system.
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Compaq Redundanc y Manager (NT)

02060699

The mpag Redunahcy Manayer sftware is aredundang manayement ®lution, which
provides a rage of functionality for sewvers usirg Fibre Channel srage. The ®ftware allows
configurations withredunancy to be built. The Redundapdanager provides the abity to
configure the avironment withredundanfibre Channel ldst Adaptes.

Active /Active Hos t Adapters (NT)

In RA4000 Storag&ystems, data is transferred from the setuehe arays and recalled via data
paths through eadfibre Channel HdsAdapter. Since thsystem contains multiple data paths,
different onfigurations ae possible The RedundancManayer autanatically configures

multiple data paths with the firsvailable path beigset as Actie and the net path as Stangb
Howeve, the RedundancManaer can benmanuall configured b have Active/Active paths to
allow load balancing of thsystemand to utilize multiple paths at the same ti&er the
ervironment is onfigured, the RedundancManayer provides redunency and pathmanagement
in your configuration.
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Load B alancing (NT)

Online bad balancig allows for the @nfiguration of the data pathotthe RA400Q When rnore
thanone RA4000 and-ibre Channel ldst Adapte are on the sae Fibre Channeldop, the
system can be onfigured to use a ffierentFibre ChanneHost Adapte to distribute all d the
traffic to each RA4000 and albf the lagical diiveson it. Using different pathsd each amy
increases perfmanceby decreasing thavorkload of the Fibre Channel HdsAdapter.

1

A h

3

oy

TR W O S

Figure 5. Load Balancing

Table 1. Load Balancing Example

] o .
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Item Description

1 Server

2 Fibre Channel Host
Adapters

3 Fibre Channel Hubs

4 RA4000 Controllers

5 RA4000s
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