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Rapid Deployment Pack and BIG-IP Blade Controller:

Automated Provisioning in a Highly Available Architecture

Scope:

This white paper describes the unique capabilities and far-reaching potential of combining the automated provisioning capabilities of HP’s Rapid Deployment Pack (RDP) with the high availability load balancing capabilities of F5 Networks’ BIG-IP Blade Controller.  This paper is not designed to describe any of these individual products in detail (see “Resources” at the end).  Instead, it describes the synergy of them working together.

Executive Summary: 

HP’s ProLiant BL line of blade servers with its integrated switches is a tremendous step in the evolution of servers towards a more virtual and more easily managed set of resources.  It means no more tangle of cables, and adds rip-and-replace hot-plug provisioning capabilities.   HP’s Rapid Deployment Pack (RDP) utility adds the ability to quickly – via drag-and-drop – build or image a blade with an OS and applications and then add it to a network.  Now, F5 Networks’ BIG-IP load balancing and traffic direction family of hardware products has a new software version that can run on the BL blade servers.  BIG-IP Blade Controller software brings the robust high availability load balancing capabilities to the blade architecture and at a new price point.  RDP’s scripting capabilities can communicate with the application programming interface (API) of BIG-IP Blade Controller.  As a result, when RDP is told to build a blade for an application, RDP can automatically instruct BIG-IP to add the new blade to an existing “pool” of load balanced servers.  

"A blade system without a load balancer would be like Chicago's O'Hare without air traffic control." --- InfoWorld,  1/10/2003

There is also the more-advanced capability to create a closed-loop, self-managed system that can sense increased traffic for a highly available pool, add blades to that pool to handle that traffic and then reverse the process later when the traffic has subsided – all with or without operator intervention!

The Cross-Departmental Challenge of Handling Traffic Surges:

Within any major IT organization, there have typically been dividing lines drawn between the support groups focused on …

· applications

· network 

· servers

There are few automated tools tying these three operations together.  Requests between these groups were usually handled in slow, manual process with delays and human error.   In regards to sudden changes in traffic patterns and spikes in traffic volumes, this lack of automation leads to cross-departmental requests and manual processes, which is often too slow to meet the need.  So at 3:00am, everybody gets paged.  If the peak is not handled quickly and effectively, customer requests may not be filled.  

The servers were the least dynamic of these three areas, and therefore were usually overbuilt – until HP’s blades servers and ProLiant Essentials software brought automated provisioning to the market.

F5’s “iControl”: A Robust API with SDK:

BIG-IP products have featured a protocol designed to allow F5 products and applications to communicate with each other, in order to gather information about traffic and load, and to send and receive instructions from each other.

Two years ago, F5 saw the need for key applications to instruct BIG-IP how to handle certain traffic, and how to respond to certain conditions.  F5 took the communications protocol, and opened it up as a public application programming interface (API).  We called it “iControl”.  It is standards-based – using XML and SOAP.  It is powerful – virtually any command of the BIG-IP GUI or command line can be accessed through the API.   

This API is unique in the traffic management industry – no other load balancing vendor has a usable API.  It allows the creation of network-ware applications and application-aware networks.

iControl allows the business rules used within an application to also tell BIG-IP how to handle certain traffic, and how to respond to certain conditions. 

IControl’s publicly available free software development kit (SDK) is robust and well-supported.  The SDK can be used by an IT department to enhance their in-house application.  For example, the application can tell BIG-IP to handle customer requests differently depending on the class of customer, in order to create quality of service prioritization.  

It also allows BIG-IP to inform an application – particularly a management application – of changes in the network conditions, changes in traffic load and changes server utilization.   

The SDK can also be used by a software provider to enhance their offerings.  Many software providers have embraced iControl, including Microsoft, HP, Oracle, Siebel, BEA, Mercury Interactive, Think Dynamics, Tivoli, BMC, WebMethods and others.  Microsoft's Premier Customer Lab (PCL), located in Issaquah, WA, demonstrates BIG-IP to their customers, and will demonstrate how many of the .Net web services applications talk – through iControl – to the BIG-IP hardware and software products in that lab.

Therefore, F5 products and iControl can act as a traffic manager between the application and network groups, reporting on traffic and acting – automatically and instantly – on instructions from the applications.  No other provider of load balancing traffic management hardware or software can do this.

This is so powerful – and so unique – that the Gartner Group ranks us far ahead of our competitors in their latest Magic Quadrant report of the segment they call Web Optimization.

“We still consider F5 to be the thought leader in the market. They continue to add to a broad product offering and include a dizzying array of features.” – Gartner Group 9/2002

“The customizable management software – F5’s iControl – positions F5 ahead of its competitors by providing seamless integration between F5 hardware and network applications.” – PC Magazine 1/2/2002
Automated provisioning of servers by HP’s Rapid Deployment Pack (RDP) adds an exciting new dimension to this, making servers more dynamic and bringing the server group into the iControl fold.

How RDP and BIG-IP Blade Controller Operate Together:

BIG-IP Blade Controller is directing traffic for an application to an existing high-availability “pool” of blade servers.   In the RDP GUI, an “event” (a set of pre-defined scripts) has been created to accomplish the steps below, and a “computer” (blade) is defined.

An operator or a management application* tells HP’s RDP to provision an additional server for that application, by – in a single drag-and-drop step – dragging an event to the computer, launching scripts to initiate to following steps:

1. RDP builds the server on the blade from image or script 

2. RDP starts the application on the blade

3. RDP tells the blade chassis interconnect switch to add it to a VLAN

4. As the last step, RDP instructs BIG-IP Blade Controller – via iControl – to add the       newly-built blade to the pool, and so client traffic is directed to it.

All can be reversed when the traffic spike eases:  RDP first tells BIG-IP Blade Controller to stop sending traffic to the blade, effectively taking the blade out of service, and then RDP re-purposes the blade to be ready for another application.  

This automated provisioning makes it possible for multiple applications to easily share a “stable” of excess blades, reducing the costs of excess capacity.

This RDP / BIG-IP Blade Controller capability was the hottest demo in HP’s booth at HP World and is being featured in the Adaptive Infrastructure Roadshow in 2003.

Making it Truly Dynamic:

BIG-IP Blade Controller does health checks of response times, server utilization and other load and traffic measures as part of the work it does to provide load balancing.  Therefore it is a good utility to report load and traffic data to a management application*, which can then initiate the RDP process described above.  Here’s how this can work:

1. BIG-IP Blade Controller watches and collects server load and network traffic data

2. BIG-IP Blade Controller can inform – via iControl – certain management applications* of changing traffic conditions

3. At some point, the management application makes a decision and instructs RDP to add a blade to a pool (or remove a blade)

4. RDP builds the blade and BIG-IP Blade Controller adds it to the pool, as described above

5. The management application notifies staff that this was done

6. Go to step 1

* Management applications such as Openview, Topaz, Microsoft Operations Manager, Biztalk, and Think Dynamics already interoperate with BIG-IP Blade Controller via iControl. Other management applications may also be used.

Certification and Ordering:

BIG-IP Blade Controller is certified today to run on BL10e and BL20p-g1 blades.  It is typically installed as a redundant pair, running in active-standby mode on two blades.  From this pair. It can manage IP traffic for 

· Any application

· Any OS

· Any ProLiant blade

· Any other server

BIG-IP Blade Controller can be ordered direct from HP Services, an HP reseller or an F5 reseller.  

Summary:

A new level of data center automation between the areas of application, network and server is made possible by the interoperation of BIG-IP Blade Controller with RDP and other management applications.  This adds a strong high availability solution to the front tiers of HP’s DISA architecture, to reduce downtime, enhance remote manageability and reduce costs.

Resources:

For more information on the individual components mentioned in this document, see the following links:

HP BL Blade Servers: http://h18004.www1.hp.com/products/servers/platforms/index-bl.html
HP RDP: http://h18000.www1.hp.com/products/servers/management/rdp/index.html
HP page on F5 BIG-IP Blade Controller: http://www.hp.com/solutions/f5
F5 iControl API: http://www.f5.com/f5products/iControl/
F5 iControl Partner Examples:

Microsoft: http://www.f5.com/solutions/alliance/partner_microsoft.html
Mercury Interactive: http://www.f5.com/solutions/alliance/partner_mercury.html
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