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Exchange 2000 Reference Configuration: Hosted Deployment for Service Providers
Abstract:  This guide addresses hosting messaging and collaboration services using Microsoft Exchange 2000 and Compaq technology.  Backed by validation testing performed in Compaq labs, Service Providers gain insight to sample configurations and their performance characteristics when supporting hosted Exchange 2000 services.  In addition, Windows 2000 Active Directory and Exchange 2000 specific design issues such as organizational topology, storage configuration, disaster recovery planning, and add-in applications are addressed. An example configuration is detailed and tested using an updated “real world” simulation load and full Outlook MAPI client functionality. This particular configuration is targeted for the Service Providers hosting in emerging markets on a local or regional basis.
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Introduction

Exchange 2000 Hosted Deployment

A hosted deployment scenario typically consists of either hosting a large number of autonomous clients (such as mail clients for an ISP) or hosting several organizations that wish to outsource their entire email system.  Exchange 2000 provides many new features that allow Service Providers to host an extensive messaging platform. For example, native MIME storage and retrieval allows for improved Internet email performance, especially using the new and improved version of Outlook Web Access.  The Outlook MAPI client is also supported for the most complete level of functionality.

Exchange 2000 relies upon the Windows 2000 Active Directory for directory services and logical hierarchy. Active Directory allows for hosting multiple organizations and creating unique addresses for email users from different organizations. 
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Requirements in this environment include an emphasis on security, reliability and providing the infrastructure for a high volume of mail traffic.  Server roles and functions are more often “separated” with Front-End and Back-End Servers to achieve maximum performance. Of prime interest to Service Providers is scalability, including load balancing and availability.  These criteria are taken into consideration when designing the tested reference platforms. Figure 1 shows the server roles in an Exchange 2000 Hosted Deployment scenario.

Figure 1: Exchange 2000 Hosted Deployment 

Exchange Server Performance Test Results

The goal of the testing performed to support this guide is to evaluate an entry-level reference platform for hosting an enterprise customer on a dedicated server.  The configuration is targeted for the Service Providers hosting in emerging markets on a local or regional basis. The reference configuration is sized to easily support 1,000 Outlook users for comprehensive messaging and collaboration functionality, while providing a rapid response time and satisfactory user experience.  Average mailbox storage tested was 40MB, and can be provided in varying amounts to different groups or classes of customers.

Test Methodology

The tests were conducted using Microsoft Messaging Application Program Interface (MAPI) Messaging Benchmark version 2 (MMB2).  MMB2 measures throughput in terms of a specific profile of user actions, executed over an 8-hour working day. This benchmark utilizes a newly-designed workload, included in the latest release of the Load Simulator (LoadSim) MAPI tool, and is designed to more accurately reflect a “real world” simulation than the previous MMB.  The workload is changed to more accurately reflect today’s email usage patterns and only customer deployable systems are tested. The intent is to make sure that customers can understand the MAPI Messaging Benchmark workload and can compare the MMB2 for one platform to the MMB2 for other platforms. In addition, the renaming of the benchmark reinforces the fact that the test is a measurement of messaging throughput and that additional considerations are required in capacity planning.

Results should be interpreted as a benchmark for comparing messaging throughput of various servers and configurations.  Additional complete solution design factors include considerations for backup and restore and the impact of network topology on replication traffic. 

Test Configuration

Exchange Topology

Figure 2 illustrates the Exchange Topology in the least complex form.  Theoretically, all Server functions (Exchange 2000 Server, Active Directory, Domain Controller and Global Catalog Server) could be combined on one server; however, the tested configuration uses a minimum of two servers.  (Note: This is not a recommended configuration, as a production implementation would require adding at least another Windows 2000 Domain Controller to provide fault tolerance and performance benefit.)  The tested architecture did not include Front-End servers, which are used to support non-MAPI Exchange 2000 clients (HTTP/Outlook Web Access, POP3/SMTP, IMAP4), as the testing focused on MAPI (Outlook 2000) clients only. 
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Figure 2: Exchange Topology

Exchange Address Lists

Hosting multiple companies may require keeping Address Lists separate, so that members of one company are not visible to the other. This requires removing the default Global Address List view and creating a custom Exchange Address List as shown in Figure 3.  The custom address list uses an LDAP query of the Active Directory to find the users whose logon name matches the company name.

[image: image7.png]


Figure 3: Custom Exchange Address List for Hosted Company

Exchange Server Storage Group Configuration

Exchange 2000 Enterprise Server (as opposed to the base product Exchange 2000 Server) allows the previously monolithic Information Store to be partitioned into Storage Groups, and each of these Storage Groups to be partitioned into five databases sharing the same transaction log set. However, there is additional system overhead with storage partitioning, and therefore a performance penalty, so partitioning must be justified before being considered as part of deployment.  A justification may be the need to keep each hosted company’s information in separate Information Stores.

For this reference configuration one Storage Group with multiple Mailbox Stores were deployed to keep each Information Store size below a manageable 20-gigabyte limit.  
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Figure 4: Exchange Storage Group with multiple Mailbox Stores

Exchange Server Physical Layout

The most important consideration for designing an Exchange Server is the drive subsystem layout.  The key consideration is separating the Exchange database files and the log files onto separate spindles (more appropriately, separate RAID arrays). 

Recommended disk array layouts are:


Log files

RAID 1 (Mirror set)


Information Store
RAID 5 or RAID 0 + 1

Note: For the Information Store, RAID 5 provides fault tolerance with fewer spindles.  RAID 0 + 1 provides faster read & write performance and additional levels of fault tolerance using more spindles.

Figure 5 illustrates the physical and logical drive layout for the Exchange Server. In this configuration, RAID0+1 was chosen for the Store volume to maximize performance and protect against drive failures beyond a single spindle (RAID0+1 can handle multiple drive failures as long as they are not both members of a mirror set).  Note that each half of the mirror set is split across 2 separate SCSI channels for performance and fault tolerance in the unlikely event that one of the SCSI channels stops functioning. For highest performance, this configuration uses 10,000-RPM hard-drives.
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Figure 5: Exchange Server Physical and Logical Drive Layout

Hardware RAID Write Caching

Performance of the RAID array can be greatly improved through write caching on the RAID controller
. Figure 6 shows the write cache setting in the Compaq Array Controller Configuration Utility for the RAID controller attached to the Exchange Store and Log volumes. The setting shown here may be somewhat confusing at first, as it shows 100% Read and 100% Write. Note that half of the controller cache memory is allocated to read caching and is not configurable. The user configurable setting is for half of the cache memory; and can be allocated between read/write. For best performance of the Exchange Server, as is shown Figure 6, it is set at 100% Write.  The Compaq SMART array controller provides memory protection (ECC) and power protection (battery backup), which is essential when using write-back caching.

[image: image9.wmf]Figure 6: Compaq Array Controller Configuration showing Write Cache

Active Directory Topology

Active Directory benefits the Hosted Messaging Provider by allowing the creation of a hierarchical directory, isolating hosted organizations so that they do not interfere with other organizations’ presence. Each company hosted becomes an Organization Unit (OU) in the Active Directory. User Principal Names (UPN) provide logon authentication names in a format similar to email addresses that match the hosted company’s namespace. For example, bob@companyA and bob@companyB are different users in distinct companies. 

While this guide focuses on hosting a single enterprise customer per Exchange 2000 deployment, the Active Directory discussion demonstrates the ability to scale into a multi-enterprise environment.  The Active Directory topology is illustrated in Figure 7, showing the multiple Organizational Units available for hosting each company as a separate entity.

Performance Impact of Multiple Organizational Units

During this testing, the Active Directory was configured with Exchange mailboxes in the default Organizational Unit “Users” for the initial test runs.  Performance was benchmarked, and then multiple Organizational Units were created reflecting a hypothetical organization structure as shown below.  The users’ accounts were moved throughout these Organizational Units and performance was again benchmarked.  It was found that this hierarchy and the location of the users did not impact the Exchange Server benchmark measurements.

[image: image10.wmf]Figure 7: Organizational Units allow hosting separate entities

Windows 2000 Server Configuration

The test configuration used a bare minimum to illustrate the adequacy of existing server technology to provide the hosted environment.  The Active Directory, Domain Controller and Global Catalog Server functions all resided on a single Compaq ProLiant Server with dual Pentium II 400 MHz processors and 512 MB of RAM.  An additional server is an absolute requirement of production Windows 2000 deployments to provide the necessary fault tolerance as well as performance benefits. No specific optimizations were applied to the server configuration.

Test Result Highlights

Testing with a 1,000 user MMB2 client load resulted in an average response time of 2.6 seconds and over 42,000 messages submitted and received in an 8-hr test, with System Processor  Utilization no greater than 37%, and no memory or disk constraints. 

Table 1: Performance Highlights 

	MAPI Messaging Benchmark (MMB2)
	1,000 MMB2 ‘users’

	Response Time (milliseconds)
	268

	Messages Submitted (4-hour steady-state period) 
	42,464

	Message Recipients Delivered (4-hour steady-state period)
	164,283

	Messages Sent (4-hour steady-state period)
	42,462


Note: Complete disclosure of test results can be found in this document at “Appendix B: LoadSim Test Results”

Table 2: Tested Compaq ProLiant Configuration
	compaq ProLiant 1850R Tested configuration

	Compaq ProLiant 1850R with Two (2) Pentium III 500-MHz Processors – 512k secondary cache per processor

	384 Megabytes RAM

	Two Compaq SMART Array Controllers 

SMART 221 for Internal Drives:

OS/Exchange Binaries: Two 9.2-GB Drive – RAID 1 Mirror

SMART –2DH for External Drives:

Exchange Log Files: Two 9.2-GB Drives– RAID 1 Mirror

Exchange Information Store Files: Ten 9.2-GB 10k RPM Drives – RAID 0+1 Striped Mirror

	Compaq NC3131 64 bit dual-port 10/100 Controller – 2 ports

	Windows NT 2000 Advanced Server – Build 2195

Exchange 2000 Server Build 4336 (RC2)


Note: Complete disclosure of test results can be found in this document at “Appendix B: LoadSim Test Results”

What the Benchmarks Don’t Tell You

Benchmarks and reference sizing such as this guide are designed to give planners of Exchange Server implementations baseline references for understanding and comparing the relative capabilities of hardware platforms and basic throughput levels. When interpreting these benchmarks, a few key perspectives are offered: 

Benchmark configurations vs. Production Configurations
A hardware vendor may publish a result that is based on a platform or configuration that is positioned to provide the optimum benchmark performance results.  However, additional considerations enter the design of a deployable solution.  For example, many vendors (including Compaq) publish results using disk subsystems configured with RAID0. While RAID0 does provide the highest levels of disk subsystem performance, it fails to provide any protection against data loss. 

Compaq recommends deploying an Exchange Server with disk fault tolerance such as RAID1, RAID 0+1, or RAID5 for the highest levels of data protection. The testing documented in this configuration did in fact use hardware RAID 0+1 or RAID 5 protection on all drive subsystems.

Single Server vs. Production Architecture

Benchmarking a single server eliminates the overhead of multiple server replication and traffic.  In addition, issues such as backup and disaster recovery, management., or information-store-maintenance sizing are not considered in server characterization benchmarking. Care must be taken when interpreting benchmarks to ensure that they represent useful information for your Exchange Server deployment and are based on valid simulation methodologies.

Additional Planning Considerations 

Disaster Recovery 
Comprehensive Disaster Recovery planning encompasses selection of media type (e.g. backup over LAN to DLT drives), choosing a backup strategy and rotation scheme (e.g. full backup followed by differential tapes), and practicing the techniques and procedures to become familiar with them before an actual system outage. This topic alone is extensive and thus beyond the scope of this paper. For a more thorough treatment of the topic, see the sources of information in “Appendix C: Related Documents.”

The primary issue in Exchange Server disaster recovery planning has always been managing the Information Store and reducing the time that it takes to recover the Store and hence the system to full operations, meeting Service Level Agreements (SLA).  Exchange 2000 improves on recovery times by allowing the Information Store to be partitioned into a maximum of four Storage Groups, and each of these Storage Groups to be partitioned into a maximum of five databases sharing the same transaction log set.  This design has two advantages: one, databases are smaller and hence faster to recover, and two, one Storage Group can be restored without affecting the users on the other Storage Groups.

For this reference configuration, one Storage Group with multiple databases was deployed to keep the Information Store size below a manageable 20-gigabyte limit.  The backup medium was a dedicated 35/70 DLT tape drive backing up using Windows 2000 NTBackup over the 100Mbit LAN.  Recovery of an entire information store could be accomplished in under two hours, including the time that it takes to locate the backup media, restore, and mount the mailbox store. Note however than restoring over the LAN in the Transport Layer Security testing using IPSec to secure the IP traffic, took considerably longer. In that circumstance, it would speed recovery to use a dedicated tape drive in the Exchange Server, or to turn off the Transport Layer Security during the restore.

Advanced Techniques

Advanced disaster recovery techniques involve the creation of a Business Continuance Volume (BCV) through the use of snapshots or cloning.  Snapshots are available for this reference configuration through the installation of the Restore Accelerator solution Compaq SANworks Virtual Replicator (SWVR).  However, due to the RAID0+1 configuration of the Store Volume, this does not allow for BCV techniques such as snapshots.  By changing to RAID5 on the Store Volume, it could utilize 6 drives for the same storage capacity (approximately 42 GB) and allow space for snapshot techniques.  SWVR would need to be installed and configured on the Exchange Store partitions before Exchange Server is running.

Additional Overhead and System Resources

Third-party add-in applications were not evaluated as part of the processing load of this configuration. Several types of these add-in applications are discussed below, as they are essential to a production hosted environment.  Additional resources, especially RAM, need to be added to impacted servers to maintain optimum performance.

Antivirus software

In order to prevent the introduction of unwanted content (viruses, Trojan horse programs, and other types of malicious software) via email messages, it is necessary to modify the Exchange system in one of two ways. One method is to install an application that blocks unwanted file types or scans incoming files to ensure that they do not contain known viruses. The second method is to run code on the Exchange Server that utilizes Event Sinks
 to block unwanted content. Either of these methods will require additional server resources, the exact amount depending on the type of method and level of functionality enabled in the actual deployment. More information on protecting Exchange Server systems from unwanted content is available on Compaq Active Answers
.

Secure Messaging

The combination of Outlook client and Exchange Server system is capable of providing secure messaging.  Adding a root or subordinate Certificate Authority and Key Management Server will require additional servers and server resources on the Exchange Server, the exact amount depending on the type of method and level of functionality enabled in the actual deployment.  The impact of TLS (Transport Layer Security) was evaluated in this test, implemented in the form of Windows 2000 IP Security (IPSec). The actual impact to LoadSim measured user response times was found to be approximately 13% with no significant change in server performance metrics. .

Management and Monitoring

Application Monitoring

A proactive management and monitoring system is essential to maintaining system availability and guaranteeing service levels to hosted organization. Criteria for selecting management and monitoring software is beyond the scope of this article, but consideration should be given to ease of deployment and configuration, integration with existing systems, and level of application specific information on Exchange Server (i.e. is the application written with Exchange 2000 features and functionality in mind). A management and monitoring system will require additional server resources, the exact amount depending on the type of method and level of functionality enabled in the actual deployment.

	Exchange 2000 Server ships with monitoring and management functionality as part of the core product.  Illustrated in Figure 8 is the default monitoring and management configuration, showing six essential services. Note that two of these services, SMTP and WWW, are provided by Windows 2000 and Internet Information Server (IIS), as opposed to Exchange 2000. 
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Figure 8: Exchange 2000 Server built-in monitoring and management functionality




Hardware Monitoring

Compaq Insight Manager is a management tool for monitoring Compaq servers for performance degradation or potential failure before they affect operations.  Insight Manager consists of two components: a Windows-based console application, and server-based data collection agents that monitor over 1,000 management parameters.  Key subsystems are instrumented to make health, configuration, and performance data available to the agent software. The agents act upon that data, by initiating alarms in the event of faults, and by providing updated management information, such as network interface or storage subsystem performance statistics. 

Application monitoring vendors, such as NetIQ and BMC, make Exchange Server specific monitoring and management software. Compaq partners with these vendors to ensure that their products integrate well with Compaq Insight Manager for management and monitoring of Compaq hardware. 

To streamline the inventory process, Compaq Survey Utility gathers detailed hardware and operating system configuration information.  The utility helps to resolve problems quickly, as the right information is available if service or support is needed. The Survey Utility automatically maintains a configuration history for the server. By storing multiple configuration snapshots and highlighting changes and differences, the utility is able to provide a detailed record of the server history.

Rapid Server Deployment

Service Providers are often interested in reducing the cost of configuring and deploying new servers by automating the process. This adds the benefit of ensuring consistent quality across new deployments. Compaq has created a package for configuring and deploying servers in a customized, predictable, and unattended manner. These utilities are grouped together in the SmartStart™ Scripting Toolkit, and they are used to duplicate the configuration of a configured source server onto target systems with minimum user interaction. 

New server deployment with the SmartStart Scripting Toolkit is a three-step process. First, configure the source server as desired and create a series of configuration scripts. Second, edit the script files for the desired target server configuration and copy the files to a network share or a bootable system configuration diskette. Third, deploy the target server using a configuration batch file that sets up the server’s hardware and installs the operating system in an unattended manner.

See http://www.compaq.com/smartstart/toolkit for more information on obtaining the necessary toolkit and documentation.

High Availability Solutions

The Exchange Server system can be protected from downtime and made more available to the hosted organization via Microsoft Cluster Server (MSCS). Unplanned outages as well as planned maintenance (hardware and software upgrade, application of service packs, etc.) do not have to affect the availability to the end-user. For more information on protecting Exchange Server systems with Microsoft Cluster Server and a ProLiant Cluster see Compaq Active Answers: www.compaq.com/ActiveAnswers. 

System Sizing

One of the factors upon which Microsoft Exchange performance depends is the concurrency ratio; the number of users who are actively working on the system. Performance will also be affected by a number of additional variables, including:

· Amount and size of mail messages sent

· Amount of mail sent locally or remotely

· Number of accesses to the Exchange Private and Public Folders

· Multi-server configuration

· Site connectors and other type of messaging connectors

Messaging Benchmark Results 

MAPI Messaging Benchmark version 2 (MMB2)

The following sections contain a summary of the test results for various configurations. Figures presented here are based on the maximum MMB2 attained during testing on the Compaq systems. The (maximum) MMB2 supported by each server is determined as the maximum number in which all of the test criteria (verification guidelines) are met. The verification guidelines for the MAPI Messaging Benchmark (MMB) are:

	Object
	Expected:
	Comments

	Server Health
	
	

	System: % Total Processor Time
	Average should be below 100%. Lower values represent a larger safety buffer.
	

	Physical Disk: Average Disk Queue Length
	Average should be less than the number of spindles in the physical device
	If an array has been configured as multiple physical drives with hardware striping, use the sum of all physical drives in the array.

	Physical Disk: Current Disk Queue Length
	Queue length should drop to zero periodically throughout the test.
	

	MSExchangeIS Private: Send Queue Size
	Average should be less than one percent of the number of users in simulation.
	Average queue size should not grow over the length of the test.

	MSExchangeMTA: Work Queue Length
	Average should be less than one percent of the number of users in simulation.
	Average queue size should not grow over the length of the test.

	
	
	

	Client response times
	The weighted-average score, as reported by Load Simulator, must not exceed 1,000 milliseconds.
	

	Message Traffic
	Performance monitor data should match Loadsim’s predicted value for Total Messages Submitted.
	See Table 1. Performance Estimation


Table 1. Performance Estimation

	Performance*
	Comments

	Predicted
	Messages submitted per Medium LoadSim User over 8 hours: 44

	Calculated
	Messages submitted per user per day = (messages submitted ( # Users) X (28800 ( seconds in test).


Note: *The acceptable error margin for Messages Submitted per user per day and Average Recipients per Message is <= +/- 5%.

MMB2 Transaction Load

The transaction load created by the benchmark is equivalent to the user actions outlined in Table 2 over an eight-hour day. Thirty percent of all mail messages have one distribution-list recipient. The average size of the distribution list (DL) is ten recipients. (Recipients created by distribution lists are included in the summary transaction load outlined in Table 2). All users are logged on prior to the benchmark measurement as the users are assumed to be using mail in a corporate setting. Mail is cleared from the deleted-items folder during the test as the user logs off.

Table 2: MMB2 Transaction Load

	User Action
	Actions Per Day

	Check Inbox
	12

	Send Message
	44

	Avg. Recipients per Message
	3.67 

	Messages Received
	161.9

	Reply
	20.56

	Reply All
	6.5

	Forward
	10

	Update Calendar
	4


Message Mix Description

The weights used when the Load Simulator randomly selects which message to send are listed in the following Table 3.

Table 3: Weights Given to Different Types of Messages in LoadSim Random Selection

	Message Files
	Body
	Attachment
	Content Description
	Weight

	Oups1k.msg
	1K
	
	Body as RTF
	37

	Oups2k.msg
	2K
	
	Body as RTF
	18

	Oups4k.msg
	4K
	
	Body as RTF
	14

	Oups10kat.msg
	1K
	10K
	Body as RTF

Notepad attachment
	0

	Oupsxlatt.msg
	1K
	15K
	Body as RTF Microsoft Excel spreadsheet attached
	7

	Oupswdatt.msg
	1K
	16K
	Body as RTF

Microsoft Word document attached
	7

	Oupsbmobj.msg
	0.5K
	43K
	Body as RTF

Bitmap attachment
	10

	Oupsxlobj.msg
	1K
	17K
	Body as RTF

Excel spreadsheet attachment
	0

	McPP1Matt.msg
	
	1 MB
	Body as RTF

PowerPoint attachment
	1

	McPP100katt.msg
	
	100K
	Body as RTF

PowerPoint attachment
	5

	McWD2Matt.msg
	
	2 MB
	Body as RTF

Microsoft Word document attached
	1


Load Simulator

The tool used in generating the workload for the MMB2 benchmark was Microsoft Load Simulator (LoadSim). Load Simulator is a tool for simulating a client-user load on a server running Microsoft Exchange. Its purpose is to enable a single Windows NT server, called a LoadSim client, to simulate multiple Microsoft Exchange client users. 

The operation of Load Simulator users is governed by a Load Simulator profile. This profile controls factors such as how long a Load Simulator "day" is, how many email messages to send in a day’s time, how many times to open and read email, whether to use distribution lists, whether to use public folders, etc. 

Load Simulator creates a highly accurate simulation of reality. It mimics the full Microsoft Outlook client in many respects. First, it uses .MSG files, the same format used by the Outlook Client. This guarantees that messages generated by Load Simulator have the same properties as those sent by actual users of the Outlook client. Second, Load Simulator uses the same MAPI remote-procedure-call (RPC) semantics as those used by the client. Third, Load Simulator registers MAPI change notifications in the same manner as an email client. Finally, Load Simulator even emulates the Microsoft Outlook client list-box cache, which the client uses for folder and message panes in the viewer when a user browses and selects messages on the server. For more information on LoadSim canonical profiles, refer to the LoadSim documentation, which can be found at http://www.microsoft.com/exchange/downloads/LoadSim.htm
Appendix A: Server Reference Platform

Base Hosting Configuration
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Exchange 2000 Server: ProLiant DL360

The ProLiant DL360 new ultra-thin server was designed specifically for the ISP/ASP Datacenters requiring ultra-high-density high-performance rack servers.  An unbeatable combination of performance and size allows for hosting the maximum number of Exchange mailboxes with the minimum space requirements. The DL360 is offers a more comprehensive package of features than any other 1U server, including: 

Hot plug drives, an Integrated Smart Array RAID Controller, ECC memory, two front ejectable removable media drives, two embedded NICs, and two full length expansion PCI slots. Available with up to (2) 800 MHz Intel Pentium® III processors, and up to (2) 1" Wide Ultra2/Ultra3 hot plug hard drives. 

Figure 9: The Ultra-High-Density ProLiant DL360 Server

The tool-free accessible, minimally cabled, modular design makes this server one of the most easy to maintain servers a customer can own. Management capabilities, include Compaq's Pre-Failure warranty, Compaq Insight Manager, Compaq Insight Manager XE, and the new optional Remote Insight Lights-Out Edition Board for Exchange Servers in remote locations.

To help you rapidly deploy, easily manage, and remotely control thousands of servers, in dynamic, multi-server environments, the ProLiant DL360 offers five deployment solutions. Snap-in rails for quick setup, sliding rails for in-rack serviceability, Telco rails for customers using telecom racks, third-party rails for customers using third party cabinet racks, and a desktop/stackable chassis for customers who wish to deploy these without a rack. A set of new whitepapers that have been specifically developed to address issues such as power distribution, cable management, and thermal requirements. See “Appendix C: Related Documents.” These white papers include: 

· Compaq Ultra-Dense Server Deployment Solutions Overview - This whitepaper is a high level overview discussing the available deployment options and deployment best practices. 

· Compaq Ultra-Dense Server Deployment in Compaq Racks - This comprehensive guide provides great detail on planning and deploying highly concentrated configurations of ProLiant DL360 servers in Compaq racks 

· Compaq Ultra-Dense Server Deployment in Telecommunications (Telco) Racks - This whitepaper outlines best practices regarding deployments in Telco racks 

· Compaq Ultra-dense Server Deployment in Third-party Racks - This whitepaper outlines best practices regarding deployments in third-party racks

Tested Hosting Configuration

Exchange 2000 Server: ProLiant 1850R
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The ProLiant 1850R (or next generation DL380) servers are ideal for deploying Microsoft Exchange 2000 Server because they meet current performance requirements and allow ample expansion capabilities for future growth. They are low-profile servers combining both affordability and density for rack environments. They feature up to two Pentium III processors and the latest in memory, disk, and network technology in a compact 3U design.

Figure 10 Compaq ProLiant 1850R Server

These servers are designed for businesses requiring an affordable, fault tolerant, rack-mount design for applications such as Microsoft Exchange Server.  The ProLiant DL380 server supports 667 MHz to 866 MHz Intel Pentium® III Dual Processors and feature an RCC LE 3.0 Chipset with 133 MHz Front Side Bus and ECC SDRAM memory, expandable to 4 GB. The DL380 contains four expansion PCI slots: (three 64-bit and one 32-bit), a Compaq NC3163 Fast Ethernet NIC Embedded 10/100 WOL, and an Integrated Smart Array RAID Controller.

ProLiant Storage System/U2

The ProLiant Storage System/U2 in rack mount configuration complements the above ProLiant Server for providing external storage for the Exchange Server Information Store. This dual bus external storage system features Wide-Ultra SCSI-3 data transfer rates (40 MB/s) and supports up to 12 (1") high or 8 (1.6") high hot-pluggable hard drives.

Figure 11: ProLiant Storage System/U2

Windows 2000 Server: ProLiant 1600 

The ProLiant 1600 was chosen for the role of Windows 2000 Server Active Directory, Global Catalog and Domain Controller because of its high value and performance in the entry-level market. Available in a 5U Rack or Tower model, the ProLiant Server has ample expansion capacity to host a RAID protected Active Directory database. Figure 12 shows the ML370, the next generation of the ProLiant 1600 Server. 

Like the ProLiant 1600, the ProLiant ML370 is available in a highly serviceable 5U design optimized for both Tower and Rack environments. Tool-free access to major components simplifies maintenance and repair maximizing valuable IT resource time.  

Figure 12:  Compaq ProLiant ML370, the next generation of the ProLiant 1600 Server

The ML370 adds an Integrated Smart Array Controller (RAID On Chip - ROC) option for RAID capability to protect the operating system and Active Directory drives without requiring the use of a PCI slot. It supports up to two Pentium III processors, 4 GB SDRAM memory , 109.2GB of hot pluggable storage, and has 6 PCI slots (4 - 64-bit, 2-32-bit) and a removable media bay supporting 1 full height or 2 half height devices.

Appendix B: LoadSim Test Results

Table 4 details the configuration of the LoadSim clients used to simulate multiple Microsoft Outlook users generating the MMB2 workload for the MMB2 measurement.

Table 4: Configuration of LoadSim Client

	LoadSim Clients
	Configuration

	Model
	Compaq Deskpro

	Client CPU speed
	Pentium 233-MHz 

	Network Topology
	100 Base-TX

	Network Controllers
	Compaq 10/100 TX

	Client operating system 
	Microsoft Windows 2000

	LoadSim version
	6.0 (Build 4374)


Performance Data

Performance data for the MMB2 measurement are detailed in Table 5.

Table 5: MMB2 (Measured During Test Run at Steady State)

	Summary
	

	Benchmark Profile
	MAPI Messaging Benchmark version 2 (MMB2)

	Supported Benchmark Load
	1,000 MMB2

	Protocol
	Outlook MAPI

	Length of Steady State
	4 hours

	Length of Run
	8 hours

	Unless otherwise noted, values listed are averages over steady state period.


	Counter / Object
	Data

	Performance Object = MS Exchange IS Mailbox 

	Transaction Load (hourly)
	

	Messages Submitted
	42,464

	Message Recipients Delivered
	164,283

	Messages Sent
	42,462

	Transaction Load (per Second)
	

	Message Opens/Sec
	10.5

	Folder Opens/Sec
	4.9


continued

Table 5 (continued)

	Transaction Queues
	

	IS Send Queue Average Length
	Counter not reporting

	Performance Object = MS Exchange MTA

	MTA Work Queue Average Length
	Not Available

	Performance Object = MS Exchange IS

	Read Bytes/Sec RPC Clients
	23,328

	Write Bytes/Sec RPC Clients
	212,879

	Performance Object = System

	System Processor Utilization (%)
	37%

	System Processor Queue Length
	2.3

	System Context Switches/Sec
	1796

	Process % CPU Time - Store
	54%

	Process % CPU Time - MTA
	0.004%

	Memory Utilization
	

	Available Bytes
	10182698 = 9 MB

	Pages/Sec
	7.8

	Process Working Set Bytes - Store
	291446685 = 278 MB

	Process Virtual Bytes - Store
	654023985 = 623 MB 

	Logical Drive Utilization
	

	IS Database Disk Reads/Sec
	139

	IS Database Disk Writes/Sec
	99

	IS Database Average Disk Queue Length
	4.2

	IS Log Disk Reads/Sec
	0.05

	IS Log Disk Writes/Sec
	119

	IS Log Average Disk Queue Length
	0.09


Note: Performance Results were measured using Microsoft Windows 2000 Performance Monitor Management Console. Measurements were obtained by measuring averages for the period of steady-state activity (i.e. after all users were successfully logged on). Tests measure the messaging throughput of a single-server, single-site topology.

For deployment-specific information, contact a Microsoft or Compaq representative. More information can be found at: http://www.microsoft.com/exchange/techinfo/
User Response Times

Table 6 details response times for various user actions during benchmark testing.

Table 6: User Response Times (Latencies) from Load Simulator

	Client Actions
	95th-Percentile Response Time (in Milliseconds)

	SEND
	771

	READ
	120

	REPLY
	91

	REPLY ALL
	360

	FORWARD
	441

	MOVE
	160

	DELETE
	80

	BROWSE CALENDAR
	231

	MAKE APPOINTMENT
	611

	REQUEST MEETING
	1542

	Weighted Average
	268


Descriptive Terms

	Messages Submitted
	Submit calls made by clients. This equates to total message sends by users.

	Messages Sent
	Messages that the Information Store sends to the MTA (not messages sent by clients). Normally all messages submitted by the clients are sent to the MTA, except in the case where all recipients are local mailboxes. In that case, since all the deliveries can be performed locally, no message is sent to the MTA. 

	Message Recipients Delivered
	Separate mailboxes that messages have been delivered to. Think of this as the number of Reads that are ‘caused’ by sending a message (one per recipient).

	Message Opens/Sec
	Messages accessed for reading per second.

	Folder Opens/Sec
	Folders opened for browsing per second.

	RPC Read Bytes/Sec
	RPC Bytes read from clients (i.e., submit calls).

	RPC Write Bytes/Sec
	RPC Bytes written to clients (i.e., message opens).

	IS Send Queue Average Length
	Send Queue Size is the number of messages in the private information store's send queue.

	MTA Work Queue Average Length
	Work Queue Length is the number of outstanding messages in the Work Queue, which indicates the number of messages not yet processed to completion by the MTA.


Secure Messaging Impact

Table 7: MMB2 (Measured During Test Run at Steady State)

	Summary
	

	Benchmark Profile
	MAPI Messaging Benchmark version 2 (MMB2)

Secured via IPSec on all Client-Server interactions

	Supported Benchmark Load
	1,000 MMB2

	Protocol
	Outlook MAPI

	Length of Steady State
	4 hours

	Length of Run
	8 hours

	Unless otherwise noted, values listed are averages over steady state period.


	Counter / Object
	Data

	Performance Object = MS Exchange IS Mailbox 

	Transaction Load (hourly)
	

	Messages Submitted
	42,184

	Message Recipients Delivered
	163,7823

	Messages Sent
	42,181

	Transaction Load (per Second)
	

	Message Opens/Sec
	10.75

	Folder Opens/Sec
	5.0

	Transaction Queues
	

	IS Send Queue Average Length
	Counter not reporting

	Performance Object = MS Exchange MTA

	MTA Work Queue Average Length
	Not Available

	Performance Object = MS Exchange IS

	Read Bytes/Sec RPC Clients
	25,791

	Write Bytes/Sec RPC Clients
	217,003

	Performance Object = System

	System Processor Utilization (%)
	40%

	System Processor Queue Length
	2.9

	System Context Switches/Sec
	1708

	Process % CPU Time - Store
	67%

	Process % CPU Time - MTA
	0.008%

	Memory Utilization
	

	Available Bytes
	8.7 MB

	Pages/Sec
	12.65

	Process Working Set Bytes – Store
	289277682 = 277 MB

	Process Virtual Bytes - Store
	674653788 = 643 MB 

	Logical Drive Utilization
	

	IS Database Disk Reads/Sec
	146

	IS Database Disk Writes/Sec
	102

	IS Database Average Disk Queue Length
	4.0

	IS Log Disk Reads/Sec
	0.03

	IS Log Disk Writes/Sec
	121

	IS Log Average Disk Queue Length
	0.09


Note: Performance Results were measured using Microsoft Windows 2000 Performance Monitor Management Console. Measurements were obtained by measuring averages for the period of steady-state activity (i.e. after all users were successfully logged on). Tests measure the messaging throughput of a single-server, single-site topology.

User Response Times

Table 8 details response times for various user actions during benchmark testing.

Table 8: IPSec Security User Response Times (Latencies) from Load Simulator

	Client Actions
	95th-Percentile Response Time (in Milliseconds)

	SEND
	821

	READ
	160

	REPLY
	120

	REPLY ALL
	380

	FORWARD
	470

	MOVE
	180

	DELETE
	90

	BROWSE CALENDAR
	240

	MAKE APPOINTMENT
	641

	REQUEST MEETING
	1653

	Weighted Average
	303


Appendix C: Related Documents

The following key documents and locations provide a wealth of information regarding successful deployment of Microsoft Exchange Server on Compaq platforms.

Compaq Service Provider Information

http://www.compaq.com/enterprise/sp
Internet Service Providers (ISP), Network Service Providers (NSP), Application Service Providers (ASP) and Storage Service Providers (SSP)

Compaq ActiveAnswers

www.compaq.com/activeanswers
Managing and Monitoring Microsoft Exchange Server

Microsoft Exchange Server Backup and Restore Performance using Compaq 35/70 DLT Arrays

Microsoft Exchange Server Performance and Tuning Guide

Implementing High Availability for Microsoft Exchange Server

Anti-Virus Solutions for Exchange Server

Compaq ProLiant DL360 Server Technology Whitepapers

Compaq Ultra-Dense Server Deployment in Compaq Racks

ftp://ftp.compaq.com/pub/supportinformation/papers/128h-0400a-wwen.pdf
Compaq Ultra-Dense Server Deployment in Telecommunications (Telco) Racks

ftp://ftp.compaq.com/pub/supportinformation/papers/12cz-0400a-wwen.pdf
Deployment Solutions Overview White Paper

ftp://ftp.compaq.com/pub/supportinformation/papers/1237-0300a-wwen.pdf
Serviceability and Installation Technology Innovations 

ftp://ftp.compaq.com/pub/supportinformation/papers/tc000601tb.pdf
Compaq Ultra-dense Server Deployment in Third-party Racks

ftp://ftp.compaq.com/pub/supportinformation/papers/12cu-0400a-wwen.pdf-
Compaq White Paper Index

www.compaq.com/support/techpubs/whitepapers
Compaq TechNote Index

www.compaq.com/support/techpubs
RAID Technology for Database Servers

Microsoft Exchange Server Web site

www.microsoft.com/exchange
,  SMTP











�Certain RAID controllers such as the Smart Array 431 RAID Controller, contain no write cache, only read cache. The ratio will always be 100% Read / 0% Write. In the tested system the Smart Array 221 Controller, which contains no write cache, was only used for the internal mirror set containing the operating system, pagefile, and Exchange binaries. 


� More information on Event Sinks can be obtained in the Exchange SDK: � HYPERLINK "http://msdn.microsoft.com/exchange/" ��http://msdn.microsoft.com/exchange/�





� Whitepaper location: � HYPERLINK "http://vcmproapp02.compaq.com/ActiveAnswers/Global/en/solutions.1128/offline.8349/default.asp" ��http://vcmproapp02.compaq.com/ActiveAnswers/Global/en/solutions.1128/offline.8349/default.asp�
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