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Exchange 2000 Deployment on Compaq ProLiant Servers and StorageWorks at Microsoft

Abstract:  Microsoft’s own Information Technology Group (ITG) has diligently worked toward 100% deployment of Exchange 2000 within Microsoft’s own internal IT infrastructure servicing over 57,000 mailboxes. As part of that effort Compaq hardware played a key role as the deployment platform of choice for Exchange 2000. In an effort to capitalize on the tremendous amount of learning and knowledge gathered throughout the planning and deployment process, Compaq and Microsoft have worked to provide documentation in the form of this case study focused on the hardware design, sizing, configuration, and deployment of Exchange 2000 on Compaq ProLiant servers and StorageWorks storage within Microsoft’s infrastructure. 

This case study paper examines the deployment methodology of Exchange 2000 on Compaq ProLiant and StorageWorks technology from a hardware design, configuration, and optimization point of view. In particular, the focus is on Microsoft ITG’s Exchange 2000 Large Mailbox Server configuration. This information will aid organizations deploying Exchange 2000 through knowledge transfer of the methodologies and factors that influenced Microsoft ITG’s choice for an Exchange 2000 deployment platform.
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Introduction

Microsoft Exchange 2000 represents a huge development investment for Microsoft as the company has continued to build upon Exchange technology and added key features required by enterprise messaging and collaboration customers. Many of the largest companies in the world run their messaging systems using Microsoft Exchange. In fact, Compaq Computer Corporation is one of the larger deployments of Microsoft Exchange and is also in the midst of deployment of Exchange 2000 throughout its infrastructure

Microsoft and Compaq have been business partners for well over 15 years and have a relationship that has its roots in a key factor for both companies: Microsoft runs their business on Compaq servers and Compaq runs their business on Microsoft software. Dating back to the beginnings of the PC server revolution, Microsoft deployed the original Compaq Systempro as its server of choice as early as 1989. Over the years, as server technology has grown ever more powerful, Microsoft has continued to leverage Compaq servers and storage throughout the company. Within the Information Technology Group (ITG), Microsoft has been working for over a year on the planning, design, and deployment of Exchange 2000 to its internal customers. As part of that project, Compaq has played a key role as the server platform (ProLiant) and storage platform (StorageWorks) of choice for Microsoft’s Exchange 2000 deployment. 

The purpose of this document is to provide an overview of Microsoft’s Exchange 2000 deployment that is focused on the hardware selection, design, and configuration aspects of the project. Microsoft ITG, as a leading edge implementer of it own technologies and products, brings a unique set of requirements as well as innovative approaches to meeting the needs of its customers. Throughout this document, we will highlight these requirements and approaches and how they impacted the design decisions for Microsoft’s Exchange 2000 deployment. Key to that focus is the hardware choices made, key factors, and how Compaq ProLiant servers and StorageWorks products were leveraged to provide and scalable and reliable platform for Exchange 2000 at Microsoft. An operational overview will also be provided that specifically focuses on key operational areas such as disaster recovery, management, monitoring, and service level agreements. The goal is to provide readers with a comprehensive overview of how Compaq technology was leveraged by Microsoft ITG to provide a business-critical messaging infrastructure at Microsoft.

Overview of Microsoft ITG Infrastructure

Managing Microsoft’s complex messaging environment is a real team effort that actually involves many different teams within ITG. Message traffic averages well over 4 million messages per day, with close to 1 million messages per day traveling to and from the Internet. As of this writing Microsoft has over 59,000 mail users running on Exchange Server. 57,000 of those mailboxes are running on Exchange 2000. The remaining population is in the process of migration or remains for various legacy reasons.

ITG as an organization is comprised of over 2,000 staff members that are responsible to operations spanning 450 sites in 62 countries. Since the main business objective of the Microsoft Corporation is software development and marketing, Microsoft ITG has unique business objectives and plays a key role as an early adopter of Microsoft software such as Windows 2000 and Exchange 2000. This scenario has become known in the industry as “eating your own dogfood.” 

Network Infrastructure

At approximately the same time as Windows 2000 was rolled out at Microsoft, ITG also completed a global network infrastructure upgrade. Under the old infrastructure, a corporate-based hub limited to 3.2 gigabits/sec. limited available bandwidth. Under the new global infrastructure, bandwidth was increased to 170 gigabits/sec utilizing an ATM backbone. This significantly increased that available bandwidth for applications like Exchange 2000 and also increased site-to-site connectivity. This, in turn, allowed the entire Exchange topology to be rethought and functionality such as public folder servers to be hosted outside the Redmond headquarters. Today, Microsoft’s internal network provides outstanding capabilities with a physical topology consisting of:

· Over 200 Wide Area Network (WAN) circuits

· 1,000+ routers

· 140+ ATM switches

· 900+ LAN switches (100Mbps to servers, 10Mbps to the desktop)

· 2,500+ IP subnets

· Over 100,000 LAN ports

Active Directory Infrastructure

Like most organizations facing the challenging migration to the Windows 2000 Active Directory, Microsoft was required to deploy an AD design that could coexist and be easily migrated from the existing Windows NT 4.0 domain architecture. Microsoft established an Active Directory forest corpnet.ms.com as the primary container (Note: For security reasons, the real domain names are not represented in this document). This container is controlled by ITG and holds corporate domain user accounts, groups, and resources. This top-level domain is really a placeholder and contains a limited number of resources and administrative accounts.
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Domains within the corpnet.ms.com forest have external trusts to child domains which allow the product development teams to control their own forests within the ms.com domain as shown in Figure 1 above. This design isolates the corporate forest from AD schema changes that must be proliferated during product development cycles by development teams. It also allows ITG to centrally manage the development forest users and other network resources.

Messaging Infrastructure

In looking at Microsoft’s internal deployment of Exchange 5.5, roughly 200 Exchange 5.5 servers were deployed worldwide. Over one third of these servers were located at the corporate campus in Redmond, Washington. ITG’s strategy was to deploy Exchange 5.5 servers in dedicated roles. Table 1 shows how Exchange 5.5 servers were distributed by server role. The Exchange 5.5 servers were grouped into 13 Exchange sites interconnected with 30 site connectors.

	Server role
	Number of servers

	Mailbox
	133

	Public Folder
	16

	Messaging Hub
	23

	Internet Mail Service
	20

	Fax Connector
	5

	Free/Busy
	5

	Key Management Server
	1


Table 1: Microsoft’s Exchange 5.5 server distribution by server role

Microsoft’s Exchange 5.5 mailbox servers were designed and managed based on disaster recovery constraints. Since Exchange 5.5 was limited to a single information store, practical limitations of restore from backup tape forced each mailbox server to be limited to 1,000 mailboxes. Since Exchange 2000 allows for multiple storage groups and databases to be configured (up to databases 20 per server), ITG has been able to deploy much larger mailbox servers while still maintaining disaster recovery service levels. As will be discussed in more detail later, due to advanced capabilities of Compaq ProLiant servers and StorageWorks as well as advances in Exchange 2000, ITG is able to implement larger Exchange 2000 servers hosting over 3,700 mailboxes per server at 100MB per mailbox. This has allowed a long-term vision of server consolidation within the Exchange deployment to come to fruition. Table 2 provides an overview of the evolution of Microsoft’s own internal deployment of Exchange Server since 1996 when Exchange Server was first released.

	
	Exchange 4.0
	Exchange 5.0
	Exchange 5.5
	Exchange 2000

	Mailboxes/Server
	305
	305
	1024
	3750

	Mailbox Size/User
	50MB
	50MB
	50MB
	100MB

	Restore Time/MDB
	~12 hours
	~12 Hours
	~8 Hours
	~1 Hour

	Total Mailboxes
	~32,000
	~40,000
	~50,000
	~57,000

	Support Staff (Deploy)
	10
	10
	9
	12*


Table 2: The Evolution of Microsoft’s Exchange Deployment

*Note: Support staffing to deploy slightly increased due to extensive additional services being provided by the Exchange 2000 deployment at Microsoft. These additional services also impact the operational staffing as well.

Most current users at Microsoft utilize Windows 2000 Professional and Outlook 2000 to access the messaging system. ITG characterized a messaging user workload profile to reflect their typical user for testing purposes. Table 3 shows the key attributes of a typical user in the Microsoft corporate environment.

	Attribute
	Profile

	Mailbox Size Limit
	100MB

	Average Mailbox Usage
	32MB

	Average Login/Logoff per day
	6

	Deleted Item Retention
	7 Days

	Average Message Size
	27KB

	Average Messages Sent/Day
	50

	Average Number of Recipients
	20

	Average Messages Received/Day

Message resolution (200 per day)

DELETE: 30

MOVE: 30

COPY: 30

REPLY: 30

REPLY ALL: 20

FORWARD: 10

CALENDAR: 10
	200

	Average Public Folder Accesses/Day
	20

	Average Calendar Operations/Day
	25


Table 3: Microsoft Corporate Messaging User Profile

In the Exchange 5.5 deployment, ITG grouped Exchange servers into sites for administration, replication, and messaging routing reasons. ITG designed the Exchange 5.5 environment to strike a balance between the need for large sites and network bandwidth limitations within those sites because of replication and message routing traffic.

For Exchange 2000 on Windows 2000, these limitations and boundaries are no longer as much of a concern. Administration is managed by grouping Exchange servers into administrative groups (AGs) a feature new to Exchange 2000. Directory replication is now a function of the Active Directory and is an operating system-level (Windows 2000 now uses the concept of sites) issue that is no longer a key concern of the Exchange deployment. Message routing in Exchange 2000 is now managed by organizing servers into routing groups that manage message traffic. In Exchange 2000, since routing groups and administrative groups need not be the same (as was the case in Exchange 5.5 and earlier versions), the ITG Messaging operations staff is free to place servers into groups that match their administrative/operational structure, into routing groups that match the WAN topology, and leave the directory replication concerns to other ITG team specifically focused in that area.

Key to the Exchange 2000 rollout at Microsoft was the deployment of the Exchange 2000 Active Directory Connector (ADC) the ADC provides replication and object-mapping functionality between LDAP directories (Windows 2000 AD and the Exchange 5.5 directory). Deploying the ADC is the first critical step in the process of unifying these directories and providing a process to consolidate two separate entities (Exchange 5.5 Mailbox and the Windows 2000 User account) into a single entity. For a detailed description of how Microsoft ITG deployed the Active Directory Connector see the paper entitled: Exchange 2000 Migration: Deploying the Active Directory Connector at Microsoft http://www.microsoft.com/technet/technote/ex2kadc.asp.

Compaq Leadership in Exchange

Since the very beginnings of Exchange Server as a product, Compaq has been a key partner to Microsoft and has made huge investments in the technology. These investments have positioned Compaq as the premiere provider of platforms, services, and solutions for Microsoft Exchange Server.

Compaq ProLiant servers have continued to be the Exchange Server deployment platform of choice since Exchange 4.0. In fact, market research shows that Compaq continues to garner over 50 percent of the installed base of Exchange servers worldwide. This leadership is based on solid and innovative server technologies such as Intel’s ProFusion( 8-way technology (which Compaq c-developed), PCI Hot Plug, Remote Insight, and redundant components such as power supplies, fans, and processor power modules.

Closely tied to server innovation is Compaq’s solutions-oriented focus. Since, fundamentally, customers do not buy hardware but solutions, Compaq is committed to providing leadership testing and integration for specific applications like Exchange Server. By thoroughly testing our server platforms with Exchange Server and developing specific solutions that leverage Compaq technology, customers have the confidence in a server vendor that knows more than just hardware. Compaq’s ActiveAnswers (www.compaq.com/activeanswers) provides a wealth of information in the form of solutions guides and white papers targeted at solving business problems with Microsoft Exchange and other enterprise applications. By providing not only innovative hardware technology but also solutions “know-how”, Compaq brings the best platforms to customers for their Exchange deployments.

Perhaps the most successful aspect of Compaq’s long-term focus on Exchange Server is the services expertise and offerings available from Compaq Global Services. Since the time of Exchange Server 4.0 in 1996, Compaq Services (formerly Digital) has been the premiere provider of Exchange deployment and infrastructure services. Since that time, Compaq Global Services has retained more that 7 million Exchange seats under deployment contract – more that our top 5 competitors combined. Microsoft has also recognized Compaq’s leadership in the Exchange and Windows services arena by naming Compaq as Global Services Partner of the Year – 2000. In addition, Compaq is the only services partner that has earned Microsoft’s Prime Integrator status for Windows 2000 and Exchange 2000. These recognitions are not given without huge commitments and Compaq has made substantial investments to ensure that Compaq consultants and architects are trained and proficient with Windows 2000 and Exchange 2000. To date, Compaq has trained more than 1,000 consultants on Windows 2000 and more than 500 consultants on Exchange 2000. In addition, Compaq has made this industry-leading training available to customers by training more than 200 customers in the year 2000. Compaq’s commitment in the area of services completes it leadership in platforms and solutions for Exchange 2000. For more information on Compaq Global Services offerings for Windows 2000 and Exchange 2000, see http://www.compaq.com/services.

Compaq Technology

ProLiant

Compaq server platforms offer optimum availability, scalability, performance, and cost benefits to enable the industry's most comprehensive Enterprise-level solutions. ProLiant, the server the world depends on most, features Intel-based processors that support Windows NT and Windows 2000. Customers can choose from the density-optimized ultra-thin server for ISPs up to breakthrough scalable performance with 8-way clustering.
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	Density-optimized for rack-mount environments: 

· Maximum computing power in small, space-saving designs 
· Ideal for data center and external storage environments 
· Efficient clustering 
· Available only in rack-optimized models 
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	Maximized for internal system expansion: 

· Maximum in-chassis flexibility 
· Ideal for remote and branch office environments 
· All-inclusive server/storage solutions 
· Available in rack and tower models 
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	Packaged for simplified clustering: 

· Self-contained, ready-to-go clustering solution 
· Ideal for a variety of high-availability environments, such as data centers and remote offices 
· Fits in standard racks or can be configured as a stand-alone tower 


Choose from three ProLiant series to fit the needs of your applications 
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For more information on Compaq ProLiant servers see http://www.compaq.com/products/servers/platforms/
StorageWorks

Compaq StorageWorks products continue to revolutionize the storage environment with an easy-to-use modular, scalable architecture, and high-performance, high-availability design. Compaq Enterprise Network Storage Architecture (ENSA) is more than just a vision. Compaq ENSA defines an evolutionary path that solves business problems today and over time. Compaq ENSA virtualizes storage, allowing vast amounts of storage to be pooled across an enterprise for use by heterogeneous application servers. Storage resources can be allocated online from a single, common pool, scaling from gigabytes to petabytes and beyond, as needed.

Compaq ENSA comprises storage products, servers, network infrastructure, linking devices (such as bridges, switches, and hubs), as well as components to administer and manage the entire environment. These elements communicate amongst themselves and act cooperatively to solve storage and data management problems. Applications see only reliable, available disks that are provided on demand. For more information on Compaq’s ENSA vision, see http://www.compaq.com/products/storageworks/menu_vision.html. For general information on Compaq StorageWorks and SANWorks products and solutions see http://www.compaq.com/storage/index.html
Selecting an Exchange 2000 Deployment Platform

Exchange 2000 Overview

Exchange 2000 is Microsoft’s latest version of it Exchange Server platform that is the fastest selling Microsoft server product in history. Since 1996 when Exchange 4.0 was released, Exchange Server has sold more than 50 million seats. Exchange 2000 really advances the product by focusing on reliability, scalability, and lower cost of ownership. Table 4 below provides a briefing history of the evolution of the Exchange Server product prior to Exchange 2000.

	Exchange Server Version
	Features

	Exchange 4.0

Released July 1996
	Exchange Server 4.0 was Microsoft’s first client/server messaging and collaboration server. Support for MAPI clients and supported a maximum information size of 16GB.

	Exchange 5.0

Released March 1997
	Exchange 5.0 added support for Internet protocols such as SMTP, POP3, NNTP, and HTTP.

	Exchange 5.5

Released November 1997
	Exchange 5.5 has been the most long-lasting version of Exchange Server and added support for IMAP4 clients. Exchange 5.5 also eliminated the 16GB limitation of the information store by supporting a virtually unlimited store size of 16TB.


Table 4: History of Exchange Server Releases prior to Exchange 2000

Significant customer and industry feedback and requirements drove Microsoft’s design goals for Exchange 2000. Chief among these requirements were:

1. Increased Reliability, Scalability and Performance

2. Collaboration Solutions for Knowledge Workers

3. New Forms of Communication and Devices such as wireless, unified messaging, and small form factor devices (PDAs, Phones, etc.)

These customer and industry requirements lead to three key design goals for Exchange 2000:

Provide an Enhanced Messaging and Collaboration Platform.  This design goal really came down to a simple requirement: Increase the reliability and scalability of the platform while reducing the total cost of ownership through an ease of administration and management and the tools necessary to extend the platform based on business requirements. Exchange 2000 includes several new features that support this overall design goal.

1. Integration with the Windows 2000 Active Directory and Security Model

2. A Partitioned Storage Model

3. Active/Active Clustering

4. SMTP-based Message Routing

5. Native Internet Content Storage (Web Storage System)

6. Single-seat Administration with the Microsoft Management Console (MMC)

Increase Knowledge Worker Productivity via a Web Repository.  Exchange 2000 takes a huge leap forward by expanding the platform for collaboration and business applications through the use of the Web Storage System. The Web Storage System provides a single point of management and storage of organizational knowledge. Microsoft developed the Web Storage System for Exchange 2000, which enhances web-based messaging, knowledge management, and collaboration applications by providing a complete storage solution for semi-structured data. Evolved from earlier versions of the Exchange, The Web Storage System combines the functionality of the Exchange database engine (transaction logging, ACID properties, single-instance storage, rollback, and recovery) with Web-based access. The Web Storage System is also a powerful application platform allowing every item in the store to be directly URL-addressed and provides native support for protocols such as XML and HTTP-DAV. Application developers can also leverage database and file system interfaces provided by the Web Storage System such as OLEDB, ActiveX Data Objects (ADO), and Win32. Several new features in Exchange 2000 support this design goal.

1. Native Internet Protocol Access

2. Win32 File System Access

3. Content Indexing and Search

4. URL Address-ability

5. Transport and Storage Event Models

Provide Any Time, Anywhere Communications.  Access to information across a wide area and a variety of mediums is a absolute business requirement for most organizations. Exchange 2000 establishes new capabilities for collaboration and communication through real-time data, voice, and video conferencing, instant messaging/presence, and chat services. In addition, because of the Web Storage System, Unified Messaging applications are most easily developed and integrated for Exchange 2000. Support for a wide range of protocols and devices is also provided. This design goal is also support by several key features.

1. Enhanced Outlook Web Access

2. Exchange Conferencing Server

3. Instant Messaging and Presence Support

4. VPIM for Unified Messaging

Exchange 2000 achieves Microsoft’s original design goals for the product by delivering a overall product architecture designed on customer’s requirements. Figure 2 shows the overall Exchange 2000 product architecture and is included for the reader’s reference.
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Figure 2: Exchange 2000 Architectural Diagram

Redefining Storage in Exchange 2000

Perhaps the single most important factor for server design and configuration, Exchange 2000 storage mechanisms have been greatly enhanced. To gain a real appreciation for Exchange 2000’s capabilities, we must look to previous versions of Exchange. From one point of view, Exchange Server 5.5 and previous versions are much easier to get a handle on since there is one public and one private information store. The purpose of the information store is to implement messaging storage semantics for the various clients that need access based on the respective API they support. In Exchange Server 5.5 and prior versions, the information store is implemented in one process – STORE.EXE. The Store process provides clients such as Microsoft Outlook and others with a method of manipulating, storing and visualizing data such as the form of an Inbox, Folder, message or attachment. Embedded in the information store process (in Exchange Server 5.5 and previous versions) are the various client access protocols such as MAPI, POP3, and IMAP. This allows clients running any of these protocols to have direct, high performance access to their data without the overhead on going through any additional layers

This monolithic store approach in earlier versions of Exchange Server, although simple, has created many issues for administrators. First, since all users on a particular server store their mail in the private information store (PRIV.EDB), there is little flexibility in storage allocation on a server. In addition, this single file continues to grow larger over time as more users are added to the server and existing users accumulate more mail in their respective mailbox. As this single information store grows over time, disaster recovery issues begin to surface. For example, when the server is initially deployed, backup and restore service level agreements (SLAs) (recovery time) for the server may be relatively easy to meet since the planned disaster recovery procedures can accommodate the initial size of the information store. However, as the information store grows, backup and, more importantly, restore times may tend to “creep” to longer and longer time periods until the existing disaster recovery measures can no longer meet required SLAs.  

In response to customer feedback and their own support organizations, Exchange development set out to address storage limitations and issues in previous versions of Exchange in Exchange 2000. One of the most significant changes in Exchange 2000 is how storage is allocated and managed. A new concept called a Storage Group (SG) has emerged.
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Figure 3: Exchange 2000 Storage Architecture

In Exchange 2000, there are some other significant differences where database technology is concerned. The concept of a Storage Group or SG is introduced in Exchange Server 2000. A storage group is defined as the combination of an instance in memory of the extensible storage engine (ESE), which runs as an entity within STORE.EXE and the set of database and log files associated with that entity. While Exchange Server 5.5 and previous versions only supported a single instance of the database engine, Exchange Server 2000 now supports multiple instances of ESE running (in the process context of STORE.EXE) on a server at the same time. Exchange Server 2000 is limited to four storage groups per server in Enterprise edition and one storage group in standard edition. A storage group is also the unit of failover for Exchange virtual server clustered configurations of Exchange Server 2000. The advent of multiple instances of the database engine presents a significant paradigm shift from previous versions of Exchange Server for administrators and system implementers. Not only does it bring substantial improvements in scalability, reliability and flexibility but it also makes the previously simpler task of information store management (in previous versions) more complex but yet powerful.

Closely related is another significant technology advance in Exchange Server 2000 is the support for multiple databases per Storage Group. Again, in versions prior to Exchange Server 2000, only one information store instance was available. This instance supported one private and one public database per server. With Exchange Server 2000, not only are multiple SGs available but multiple databases per SG are also supported. Technically, each storage group can host up to six configured databases (MDBs). However, only five databases can be configured since utilities like ISINTEG need an available database for use as temporary storage. This means that the limit for a single Exchange 2000 Enterprise server at initial release is 20 databases (4 storage groups x 5 databases). The multiple database approach has many advantages. For example, you could host multiple different departments or even different companies on separate database files within one SG or in separate SGs. In addition, you can host special users such as your CEO or CIO on their own private database providing unique security, management, and service level characteristics. 

The most significant advantage that multiple databases offer is in the area of reliability and server scalability. Since the number of users per server is often tied to how large the information store will grow and how quickly backup and restore can be performed, server configurations have not grown as large as most organizations would like. This problem was the driving force behind Microsoft’s design of multiple information store instances and multiple databases. With the flexibility that these features bring, reliability and scalability can become more of a reality with Exchange Server 2000. For example, with multiple databases per server, a single 50-gigabyte database could be split into five 10-gigabyte databases since Exchange Server 2000 supports up to five databases per Storage Group. In this example, by splitting a large database into smaller partitions of user data, more reliability options are available to administrators. 

The reason for this is that (using the example above) since each database is only 10-gigabytes in size, backup and restore of each take less time to accomplish. Also, since Exchange Server 2000 always reserves an SG instance for recovery, restore operations can be performed while server is up and running and multiple current operations can occur simultaneously. The restore of a single database can be performed much more rapidly than and entire storage group. If one of the 10-gigabyte databases becomes damaged or corrupt, it can be restored while the other four databases are online servicing users. In another scenario using Exchange 2000, suppose 5000 users are distributed across five databases (with 1000 users per database). While one database is offline for restore (dismounted), 1000 users are impacted. Meanwhile, the other 4000 users still have access to their data. In contrast, for Exchange Server 5.5, all 5000 users would have to utilize a single database. If the database became corrupted or damaged, all users would be affected and not have access to their data until the entire database was restored. The advantages and benefits of the storage technology advances in Exchange 2000 will become increasingly more apparent in discussions below of how Microsoft ITG has chosen to deploy its large Exchange 2000 mailbox servers. 

Exchange 2000 Database Files

The Exchange Server ESE database engine uses five key file types during normal server operations as well as backup and recovery operations. Table 5 identifies each of these file types and their purpose. 

	Database File
	File Name/Extension
	Purpose

	Transaction Log File
	E0n.LOG

E0nxxxxx*.LOG
	5-megabyte file where transaction log records are stored. Files are used in both soft and hard database recovery operations.

	Patch File
	PRIVn.PAT, PUBn.PAT, etc.
	Used during backup, restore and recovery operations. Patch files contain database pages that were split during online backup. 

	Checkpoint File
	*.CHK
	The checkpoint maintains information about the location in the transaction logs that was last committed to the database. 

	Property Store
	PRIVn.EDB, PUBn.EDB, etc.
	The database file stores all user data in the form of 4KB pages. This file is only consistent when all outstanding transactions have been applied.

	Streaming Store
	PRIVn.STM, PUBn.STM
	New to Exchange Server 2000, the streaming file stores native MIME content from Internet clients. Structure is 4KB pages in 64KB block runs (16-4KB pages). The STM file is typically accessed in large 64KB random I/Os.


Table 5: Exchange 2000 Database Files

Storage Group Allocation and Data Distribution

Widespread deployment of Exchange 2000 is in the planning and initial deployment phases for most organizations. Therefore, many best practices and design techniques for Exchange 2000 storage groups and databases have not been established yet. However, there are some basic expectations for storage group design and configuration that are discussed here. These are mainly based on what is known of Exchange Server to this point as well as some best practices that apply simply because Exchange Server is a “database engine at heart.”

Separate Sequential from Random I/O

In Exchange 2000, there are three key files within a storage group for which should concern planners and administrators – EDB, STM and LOG files. From the early days of deploying transacted storage technologies we have learned that locating log files separate from database files is a good practice. For Exchange, the log files are accessed in a highly sequential fashion. The property store (*.EDB file) and the Streaming Store (*.STM File), on the other hand, are accessed random patterns (random I/O). With earlier versions of Exchange, we learned that for optimal performance, management, and disaster recovery, we should place the transaction logs on a volume that performs sequential I/O in an optimal fashion. The EDB files were placed on a separate volume that was optimized for random I/O. In Exchange 2000, our scenario is further complicated by the fact that we now not only add a new file to the mixture (the streaming store – STM file) but we now can have multiple storage groups and databases on a single server. How can these former best practices be applied to our new scenario in Exchange 2000?

The answer may not be as complicated as it seems. While Exchange 2000 does add some degree of complexity to storage design for our Exchange servers, Microsoft and Compaq recommend holding fast to known best practices. First, continue to separate random from sequential I/O. For Exchange 2000, this means that you will probably want to have a dedicated volume for every log file group (per storage group) on a server. For example on a server with three storage groups each configured with four databases per storage group, the anticipated best design would be one that provides a separate physical array (volume) for every database file set (EDB + STM file) and an additional array per storage group for the log files. Certainly, all storage groups and databases could be allocated on a single volume or array but optimal performance and manageability will be sacrificed. Table 5 provides some basic guidelines for placement of the Exchange 2000 database files for optimal performance and reliability.

	Database Component
	Storage Design Best Practices

	Storage Group Transaction Logs
	Sequential I/O: Dedicate a RAID1 or 0+1 array to each storage group for transaction logs

	Property Store (*.EDB)
	Small Random I/O (4KB): Dedicate a RAID1, 0+1, or 5 array to each storage group for the property store. Can be combined with streaming store if no or few Internet protocol clients are supported. For MAPI clients, combine with streaming store. For heavy I/O environments, a separate array for each property store (up to 5 can be configured) in a storage group may be necessary.

	Streaming Store (*.STM)
	Large Random I/O (64KB): Dedicate a RAID1, 0+1, or 5 array to each storage group for the streaming store. Can be combined with the properties store if no or few Internet protocol clients are supported. For MAPI clients, combine with property store. For Internet protocol clients in heavy I/O environments, a separate array for each streaming store in a storage group may be necessary. However, this will double storage requirements.


Table 5: Exchange 2000 Database File Allocation Best Practices

Exchange 2000 Performance Impact on Server Subsystems

Overall, Exchange 2000 was designed for maximize resource efficiency of server subsystems. While little performance data has been released, Compaq and other hardware vendors are working on release of performance results using the new MAPI Messaging Benchmark Version 2 (MMB2). MMB2 (jointly developed by Microsoft and Compaq) was developed to provide a method of comparing performance results between hardware vendors. While MMB2 does not necessarily reflect real-world server load, it does provide a method of loading Exchange 2000 servers with MAPI clients and analyzing the impact of server subsystems. In the coming year, look for many hardware vendors to publish performance results for Exchange 2000 using MMB2.

Of critical server subsystems (CPU, RAM, Disk, and Network), disk I/O is perhaps the most important consideration for Exchange 2000. Using the guidelines above, you can design your Exchange 2000 server’s disk subsystem for optimum performance and scalability. For detailed information on Exchange 2000 performance and tuning, see Compaq’s Exchange 2000 Performance and Tuning Guide available on Compaq ActiveAnswers (www.compaq.com/activeanswers). 

In the sections that follow, you will begin to see many server subsystem design strategies and best practices surface as we explore Microsoft ITG’s Exchange 2000 server and storage configurations that leverage Compaq ProLiant and StorageWorks technology.

Selection Methodology for the Exchange 2000 Server Platform

In the selecting the server platform for its Exchange 2000 deployment, Microsoft cited three key factors used when selecting and designing server configurations for Exchange 2000.

Scalable/Expandable.  Since Microsoft ITG must deploy servers that can handle the growing capacity demands of their business, ITG required servers that allowed for additional expandability of configuration. Additional PCI bus adapters, processors, and memory were cited as key components that must be capable of expansion. Adding additional components is pointless unless the systems are architected to provide maximum scalability within these server subsystems. The Compaq ProLiant DL380, ML570, and ProLiant 8500 platforms surpassed this need for Microsoft’s Exchange 2000 server requirements.

Density. Microsoft manages a large centralized data center at its Redmond Washington headquarters. Supporting a large population of corporate users requires a substantial investment in floor space in which to place server and storage equipment. As Microsoft’s data center has continued to grow, space has become a premium commodity. For the Exchange 2000 deployment, Microsoft wanted to ensure maximum density for server and storage hardware. Components need to provide the maximum expandability and scalability within the smallest possible footprint. As Microsoft’s Exchange deployment has grown, storage capacity increased, and users per server quadrupled, Microsoft needed a server and storage platform that could provide maximum server densities without sacrificing scalability, expandability, or performance. Compaq ProLiant servers and StorageWorks storage provided Microsoft ITG with the right technology and range of products to meet and exceed this requirement.

Vendor Support. In Microsoft’s strategy to “eat their own dogfood,” they need a hardware vendor that is quick to respond to hardware problems and provide quick resolution. In addition, a vendor that is familiar with Exchange Server its integration with the hardware platform is also a key requirement. With industry leadership in the Exchange space as the #1 vendor of platforms, solutions, and services for Exchange, Microsoft can rely on Compaq. Compaq provides on-site support to Microsoft ITG in addition to having over 50 technical staff members on-site at the Microsoft campus. As an example, in Exchange development, Compaq has four full-time technical staff members working closely with the Exchange team.

Reliability.  Reliability is a key concern for any IT organization running a mission-critical messaging deployment and Microsoft is no exception. Microsoft has had Compaq server platforms in active service in its data center since 1989 when Compaq introduced the Systempro. Microsoft has years of first-hand experience as to the reliability of Compaq platforms.

Selection Methodology for the Exchange 2000 Storage Platform

Like many organizations, Microsoft is making the paradigm shift from local attached (host-based) storage to controller-based (SAN-based) storage. In the past, server storage has been treated as a key server component that was closely married to the server hardware. With the advent of SAN technology, storage becomes more of a utility service and is no longer tied as closely to the server. While this has both pros and cons, future performance, scalability, and capacity requirements will not be satisfied by locally attached storage arrays, As a result, Microsoft realized that the Exchange 2000 deployment project was an opportunity to embrace this new paradigm and move large Exchange mailbox servers to SAN-based storage. This replaces locally attached (Compaq SMART Array Controllers) storage used on Exchange 5.5 servers.

Since SAN technology was a relatively new direction for Microsoft’s Exchange deployment, ITG embarked on a project to qualify and test technology and products from vendors of SAN technology. This proof of concept included solutions from EMC, Clarion, and Compaq. Three key requirements for SAN-based storage emerged for this evaluation. Microsoft required a storage platform that was, at a minimum, Reliable, Manageable, and Scalable. However, in the view of ITG staff, a storage system needed to offer some additional capabilities important to Microsoft’s requirements. Three important additional characteristics that Microsoft needed for its storage platform included:

Selective Storage Presentation (LUN Masking) – this feature of Compaq StorageWorks products utilizing the HSG80 controller allows access control lists to be specified in controller configuration that determines which SAN-attached hosts have access to and what types (read, write, all) of access they have to individual LUNs. This feature is a key requirement for Microsoft ITG due to the nature of the fibre channel switched fabric topology that is deployed for all servers utilizing SAN-based storage.

Data Replication Manager (Long-haul data mirroring) – Important for remote disaster scenarios and other operational procedures, Compaq StorageWorks provides Data Replication Manager as an additional option that is hardware-based (as opposed to software-based solutions from other vendors). This capability provides important extra functionality that Microsoft ITG required.

Mirror Splitting (Disk Cloning) – Another important data management feature for Microsoft’s storage platform is Mirror Splitting. Mirror Splitting allows additional mirror set members to be configured in a RAID 0+1 environment, Mirror Splitting provides the ability to split-off these extra members for disaster recovery purposes or other uses. Compaq StorageWorks calls this feature Business Continuance Volumes (BCV).

 Throughout the course of the evaluation of storage vendors, Microsoft looked closely at each vendor for both the core characteristics (reliable scalable, and manageable) and well as these three key characteristics. In the end, Compaq StorageWorks technology emerged as Microsoft ITG’s choice for its Exchange 2000 deployment of Large Mailbox servers.

Microsoft ITG Exchange 2000 Server Specifications

Microsoft has three basic configurations for under which Exchange server platforms are defined. Table 6 summarizes these configurations. Note: Two additional special configurations for Internet Mail Services and Outlook Web Access (OWA) are also shown in Table 6.

	Exchange 2000 Server Configuration
	Mailboxes
	Description/Function

	Small Mailbox Server

Compaq ProLiant ML570, 2P, 512MB RAM

SMART 4200 Array Controller

(8) 18GB drives (RAID 0+1) (Partitioned) OS, Ex, IS. LOG

35/70 DLT tape drive
	250
	Server of choice for small Microsoft site data rooms (SDRs) that are remote to the Microsoft headquarters. Information store limited to 25GB

	Medium Mailbox Server

Compaq ProLiant ML570, 4P, 2GB RAM

SMART 4200 Array Controller

(4) 18GB drives + (26) 9GB drives

OS: (2) 9G RAID1; LOG: (4) 18GB RAID0+1; IS: (24) 9GB RAID0+1

35/70 DLT tape drive
	1,000
	Server of choice for Microsoft regional data centers (RDCs) and Public Folder servers. Information store limited to 100GB.

	Large Mailbox Server*
Compaq ProLiant 8500, 8P/1MB, 4GB RAM

(4) 18GB drives + SAN

(3) StorageWorks MA8000 SAN enclosures with (42) 18GB drives

(See detailed SAN configuration below)
	~3,750
	Server configuration for majority of Exchange 2000 mailboxes centrally managed in the Redmond HQ data center. This configuration utilizes Compaq StorageWorks Modular Array SAN technology. Server has 3 storage groups each with 5 databases.

	IMS (SMTP Gateway/Router)

HEADQUARTERS IMS: Compaq ProLiant ML570, 4P, 1GB RAM

(6) 18GB Drives

REGIONAL IMS: Compaq ProLiant DL380, 2P, 1GB RAM

(6) 18GB Drives
	N/A
	These servers function as Internet mail (SMTP) routing hubs either for inbound/outbound mail within the Microsoft infrastructure or to and from the Internet.

	Outlook Web Access

Compaq ProLiant DL580, 4P, 512MB RAM

(4) 18GB Drives
	N/A
	These servers act as front-end OWA servers either within the internal infrastructure or hosting external secure SSL connections from OWA clients.


Table 6: Microsoft ITG Exchange 2000 Server Configurations Utilizing Compaq ProLiant Platforms

*The Large Mailbox Server is the primary focus of the case study.

Microsoft ITG Exchange 2000 Storage Architecture Leveraging Compaq StorageWorks SANs

As noted above, only the Large Mailbox Server configuration utilizes SAN technology. For these large mailbox servers careful planning and design work was accomplish in order to provide an optimal balance between performance, capacity and reliability. Based on Microsoft ITG’s requirements for the Exchange 2000 Large Mailbox server, the Compaq StorageWorks MA8000 enclosure was selected as the building block for SAN-based storage in this configuration. Figures 4 and 5 below provide a graphical view of how Microsoft ITG chose to configure the StorageWorks SAN enclosures for the Exchange 2000 Large Mailbox Server Configuration.
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Figure 4: Microsoft ITG Large Mailbox Server Storage Configuration (Storage Group View)

Microsoft ITG Large Server Storage Design (Logical/Exchange)

From a logical/Exchange 2000 storage group viewpoint (shown in Figure 4 above), each MA8000 enclosure was designed to house an individual storage group. This provides independence and isolation of the physical storage for each storage group and aids in management, reliability, and troubleshooting. Each StorageWorks MA8000 enclosure is configured with dual controller failover provided by redundant HSG80 controllers each independently attached to the redundant SAN fabric (implemented with a switched fibre channel topology). Each Exchange 2000 storage group is configured with five information stores designated with alphanumeric identifiers (i.e. storage group 1, database A is identified as “1A”). This configuration allows each large mailbox server to support 15 databases (5 per storage group). Due to service level considerations (discussed in the operations section below), each database is managed to a size of approximately 25GB, which translates to 250 users per information store based on the 100MB per user mailbox limitation. Table 7 provides some calculations based on the configuration and sizing guidelines.

	
	Result/Calculation

	Maximum Storage Allocation per Storage group (MA8000)
	1 Storage Group * 5 databases * 250 users * ~100MB

5 (~25GB) = 125GB per StorageWorks MA8000

	Maximum Storage per server
	3 Storage Groups * ~125GB = ~375GB per server

	Maximum number of users per server
	250 users per database * 15 databases per server

250 * 15 = 3750 users per server


Table 7: Logical Storage Calculations for Large Mailbox Configuration

Microsoft ITG Large Server Storage Design (Physical/Hardware)

[image: image12.wmf]STORE

STORE

LOG

LOG

EDB1

EDB1

STM

STM

LOG

LOG

LOG

LOG

EDB2

EDB2

STM

STM

ESE Instance

ESE Instance

Storage Group 1

Storage Group 1

LOG

LOG

EDB3

EDB3

STM

STM

LOG

LOG

LOG

LOG

EDB4

EDB4

STM

STM

ESE Instance

ESE Instance

Storage Group 2

Storage Group 2

EDB5

EDB5

STM

STM

STORE

STORE

LOG

LOG

EDB1

EDB1

STM

STM

LOG

LOG

LOG

LOG

EDB2

EDB2

STM

STM

ESE Instance

ESE Instance

Storage Group 1

Storage Group 1

LOG

LOG

EDB3

EDB3

STM

STM

LOG

LOG

LOG

LOG

EDB4

EDB4

STM

STM

ESE Instance

ESE Instance

Storage Group 2

Storage Group 2

EDB5

EDB5

STM

STM

Figure 5: Microsoft ITG Large Mailbox Server Storage Configuration (Physical Disk View)

From a physical storage viewpoint, three key disk logical unit numbers (LUNs) are configured on the StorageWorks MA8000 for each Exchange 2000 storage group. Refer to the storage design and allocation guidelines discussed earlier in this document to understand the logic used for this design. First, a logical RAID0+1 device consisting of six 18.2GB drives is configured on the HSG80 controller. This LUN is used to store the Exchange Server transaction logs for the respective storage group. This LUN provides maximum fault tolerance and I/O bandwidth for the critical transaction log files. The next LUN is configured as a RAID0+1 device consisting of (24) 18.2GB drives. This device holds the database files (both the property stores and the streaming stores) for the respective storage group. Since Microsoft’s messaging population is predominantly MAPI-based, the streaming store (*.stm) files are not separated on a dedicated device (this design point will be reviewed on an on-going basis as the messaging access protocols change over time). Again, the RAID0+1 configuration of 24 spindles yields a configuration that provides the reliability and I/O bandwidth.

An important special LUN configured is used for disaster recovery purposes. This device holds two days worth of backups sets for the server. The backup strategy and use of this device will be discussed in more detail in the next section. The Backup LUN is configured as a (12) 18.2GB drive RAID5 device that provides approximately the same storage space as the database LUN (200GB). This device is designed to hold backup sets created during online Exchange API-based backups of the information stores for each storage group. The RAID5 configuration yields adequate capacity, fault tolerance, and performance for backup set storage at the lowest cost.

For maximum redundancy and fault tolerance several technologies and design techniques were used. First, Compaq StorageWorks Secure Path option is used to provide multi-path access to each physical LUN via fibre channel attachment. This provides tolerance for fibre cable, GBIC, and controller failures as well as yields additional I/O capabilities. Next, basic best practice design techniques were used to configure each MA8000 enclosure. Each 4214 device enclosure is configured for dual-bus mode (allowing six 40MB/s SCSI buses per HSG80 controller). As LUNs are configured care is taken to ensure that RAID sets are configured across multiple SCSI buses to ensure maximum fault resiliency. For example, for the 24-drive RAID0+1 array configured as the database LUN, drives are selected across all six SCSI buses. Finally, to ensure protected cache operation, each HSG80 is configured with 512MB of cache memory in a mirrored setup resulting in 256MB of usable controller cache configured in write-back mode. These design points provided the optimal fault tolerance while achieving an excellent price/performance ratio.

Overall, storage design was the most important and complex part of the Microsoft’s Exchange 2000 Large Mailbox server design. While other server subsystems were certainly tested and tuned for optimal performance, the largest amount of design time was spent on storage. The Compaq StorageWorks MA8000/EMA12000 series SAN enclosures provided an ideal solution for Microsoft ITG’s Exchange 2000 storage needs.

The storage configurations discussed above represent a great deal of planning and testing on the part of Microsoft ITG staff members and are based on Microsoft’s own internal messaging system requirements. While these configurations (both server and storage) were selected for Microsoft’s deployment, they may not meet your deployment needs. As always, careful analysis, planning, testing, and piloting should precede any Exchange deployment design decision. Ensure that you apply Microsoft and Compaq best practices and recommendations when making your own design decisions but be careful to ensure that you have properly characterized your environment before server configuration choices are made and hardware is purchased.

Operations and Management Overview

ITG Backup and Restore Procedures for Exchange 2000

Microsoft's Information Technology Group (ITG) put significant planning, testing, and design work into its Exchange 2000 Server disaster recovery. A proper backup strategy should start with service-level agreements (SLAs). At Microsoft, the key recovery SLA is a ~1-hour database backup and restore. Microsoft's Exchange 2000 servers are configured with three storage groups, each with five databases (message databases--MDBs--a pair of files consisting of an *.EDB and an *.STM file), so there are 15 databases per server, each with a ~1-hour backup/restore SLA. (Note: The backup SLA is more driven from a scheduling need rather than a service level required). The SLAs are also derived from the total user load per server and the maximum database size (derived from the backup and restore rates attainable in the environment). The net result is a large server with (15) 25GB databases spread across three storage groups (SGs) supporting 3750 users.

Next, let's get to the most important part: backup strategy and its implementation. In a traditional Exchange backup, you use the Exchange online backup APIs (implemented by the backup vendor) to back up the database to tape either locally or over the network. For Exchange 2000, Microsoft chose a new path--online API-based backup to disk. Only recently available from vendors such as UltraBac or provided in Windows 2000 Backup, backup to disk technology provides a high-performance method of backup and restore that lets you quickly store the Exchange databases as backup sets on local or SAN-based disk storage. Currently, Microsoft is seeing back-up speeds of 30 to 40GB per hour using Exchange backup API to disk-based backup sets with Windows 2000 backup. 


Figure 6: Exchange 2000 Backup Strategy for Large Mailbox server

Microsoft’ Exchange 2000 backup strategy and methodology work like this: Per-database online backups are scheduled at regular intervals that let you backup the entire server between 9:00 P.M. and 5:00 A.M. The databases are backed up on a schedule of 30 minute staggered increments. For example, SG1/Database A is begins backup at 9:00PM and SG1/Database B starts at 9:30PM. An important feature here is that Exchange 2000 allows parallel backup and restore operations on a per-SG basis. Therefore, backup operations for each database can be interleaved. A separate backup disk (LUN) is allocated to each server on the Storage Area Network (SAN). Once the backups are complete, 15 backup sets (one per database) are stored on the backup dump disk. The backup dump disk always stores 2 days of backup sets for the respective storage group (3 SGs per server). These backup sets (which are just files) are then copied to tape via the network or via direct SAN-attached backup servers (the SAN unit is simply reallocated to the backup server as a local disk). Each backup server is connected an ADIC Tape library. For these file-based backups across the SAN or network, Microsoft uses Veritas Backup Exec 8.0. Because these backups aren't API-based, and the SAN-based backup disks for each storage group are separate disk units from the primary Exchange storage, backup and restore operations occur rapidly (~ 400MB/min). 

Restore operations can select from the two backup sets on the backup dump disk or from backup sets (28 days worth) that can be retrieved from tape to the backup dump disk. The result is a ~1-hour database restore SLA going back as far as 2 days. The SLA dictates that any Exchange 2000 database must be restored in about an hour. Since up to two days of backup sets for each database are stored on the SAN, Exchange API-based restore operations can occur rapidly since data is coming directly from a disk device and not tape. In the event that older data must be brought back from sets on tape, the 1-hour SLA does not apply. This backup strategy for Exchange 2000 allows Microsoft ITG to maintain rapid recovery operations while still using Exchange-supported API-based backup and restores.

Also important to note here is that no individual mailbox or item-level (i.e. message) restore capabilities are offered as part of ITG’s standard service levels for Exchange 2000. Users requiring these services incur a charge to their cost center. By default, deleted item and deleted mailbox retention policies (set to 14 days) provide the primary means of these services. When these services are required, special Windows 2000 Active Directory “recovery” forest is deployed within the production forest for the purpose of mailbox and item-level restore operations.

Backup operations and practices discussed above apply specifically to those Exchange 2000 Large Mailbox servers managed at the central headquarters location. For Exchange 2000 servers located in regional data centers (RDCs) and site data rooms (SDRs), backup and restore operations are managed locally by the site support staff utilizing traditional methods of Exchange API-based backup to locally attached DLT tape drives on each Exchange server.

Exchange Management and Monitoring

Throughout Microsoft ITG, many different management tools and strategies are utilized. For the purpose of this case study, we will address only the key practices and strategies for Exchange 2000 management and operations. For the Microsoft’s Exchange 2000 deployment, four key applications/tools are utilized: Windows Terminal Server, NETIQ AppManager, Compaq Insight Manager, and an internally developed tool known as “Prospector.”

Windows Terminal Server (WTS)

The key capability that WTS provides for Microsoft’s Exchange 2000 deployment is remote system management and administration. Tasks such as remote setup, configuration, and troubleshooting are easily accomplished when WTS in enabled. Since WTS comes standard with Windows 2000, it is easily deployed. An important capability afforded is Windows Terminal Server’s ability to remotely setup and install Windows 2000 and applications like Exchange 2000. With WTS, ITG staff at Microsoft’s Redmond, Washington headquarters can ship servers to remote field locations and remotely deploy these servers. This capability alone has made WTS and key management application for Microsoft ITG.

NETIQ AppManager

Perhaps the most heavily utilized management application for Microsoft’s Exchange 2000 deployment is NETIQ’s AppManager product. In addition to many other capabilities, AppManager provides specific instrumentation for Exchange Server. Specifically, server state, performance metrics, messaging queue status is the key Exchange 2000 management data monitored using AppManager. AppManager also provide customizable “Knowledge Scripts” (KS) that enable system managers to create specific management objects for the operating system or applications. Microsoft uses the AppManager’s KS functionality extensively for managing the Exchange 2000 environment. Table 8 below provides an overview of some of the key AppManager Knowledge Scripts that Microsoft utilizes for Exchange 2000.

	Knowledge Script
	Description

	Service Monitor
	Polls important Exchange services such as STORE.EXE and generates alerts when these services are down.

	Backup Monitor
	This script looks at backup operations and databases to verify that regular backup operations are occurring. Script enumerates storage groups, verifies log files and database headers to ensure they have been backed up.

	Disk Space Monitor
	This script verifies that there is sufficient disk space available for transaction log, database, and backup volumes. The script verifies that no less than 20% free space is available.

	Event Log Monitor
	This script checks for critical Exchange 2000 event log errors such as 1018 & 1019 errors. Also, looks for databases that have been dismounted.

	Availability Monitor
	This script verifies the Exchange services are available to users to access by performing test logins to test accounts on each information store.

	Discovery
	This script performs version discovery for configuration management purposes. Items such as software versions, service packs, drivers, etc.

	Active Directory Monitor
	This script looks at the Exchange 2000 server to discover problems with access to the AD. Global Catalog and DS_Access errors are of key concern to this KS.

	Conferencing Service Monitor
	Not addressed in the case study, Microsoft ITG also has a limited deployment of Exchange 2000 Conferencing Server. This KS monitors the Conferencing service and the T.120 service. In addition, several IIS functions are monitored.


Table 8: Key NETIQ AppManager Knowledge Scripts for Microsoft’s Exchange 2000 Deployment

Compaq Insight Manager

Compaq Insight Manager (CIM) was the first server element manager available for PC servers and was released in 1992. Since that time CIM has established itself as the leading management application for server platforms. At Microsoft ITG, Insight Manager is used extensively to monitor hardware specific information. While CIM has no specific Exchange management data, system managers can use this tool to correlate events from other management applications with hardware-specific conditions on ITG’s Exchange 2000 servers. Compaq Insight Manager also integrates closely with NETIQ AppManager provide a unified management platform for system managers. Table 9 shows a few key objects for which CIM provides management data.

	Object
	Description

	Disk Subsystem
	CIM provides extensive disk monitoring and diagnostic information that can be correlated with application events such as I/O errors.

	Environment
	CIM provides information on server environment characteristics such as temperature, fan status, and critical BIOS errors.

	Version Control
	CIM’s version control feature provides detail version information on firmware, software, and drivers useful for configuration management purposes

	Utilization
	CIM provides hardware-based statistics on CPU and I/O bus utilization.


“Prospector”

Microsoft ITG saw some additional needs for its Exchange 2000 management environment for which there were no built-in or commercially available tools. Microsoft ITG has developed an internal tool known as “Prospector” that provides a web-based management tool that Exchange system managers can utilize to manage the Exchange 2000 deployment. Based entirely on Microsoft’s Windows Management Instrumentation (WMI), Prospector utilizes WMI interfaces in Windows 2000 and Exchange 2000 (CDO for Exchange Management) to populate a SQL Server data repository with Exchange 2000 and Windows 2000 management information (GET/PULL Functionality). In addition, WMI also allows system managers to perform specific configuration changes and management tasks (SET/PUSH Functionality). Prospector uses an agent running on each Exchange 2000 server to provide server state-based monitoring and control. The web-based manager console provides views for server monitoring, properties, metric, and historical information for an entire population of Exchange 2000 servers. In addition, specific queries can be performed against server to view information such as version information, queues, information stores status/properties, and historical data. The Web Monitor tool on the Exchange 2000 Resource Kit is a example tool that has some similar capabilities to Prospector.

Summary

As you can see from the detailed configuration descriptions and innovative approaches to Exchange 2000 deployment, operations and management, Microsoft ITG has invested substantial resources to ensure an the highest levels of scalability, reliability, manageability, and functionality for its customers. Compaq ProLiant and StorageWorks technologies have been a key part Microsoft’s successful Exchange 2000 rollout. The configurations, strategies, best practices, and approaches discussed in this paper reflect Microsoft’s unique requirements for its Exchange 2000 deployment. Readers should utilize this case study as example of how an organization can approach Exchange 2000 server design and configuration. The innovations, approaches, and design decisions for Microsoft may not match your own organizations requirements for Exchange 2000. It is not the intention of this case study to be used as the final word in these areas. Organizations deploying Exchange 2000 should ensure that proper analysis and planning is performed and that ample testing and research go into the process of choosing server and storage technology for Exchange 2000. Both Compaq and Microsoft have a variety of resources available to assist organizations with this task. If you desire assistance with hardware configuration and sizing for your Exchange 2000 deployment, contact Compaq Global Services, Microsoft Consulting Services, or see Compaq and Microsoft resources on the Web.

Other Resources and Information

Windows 2000 Advanced Server http://www.microsoft.com/windows2000/library/technologies/cluster/default.asp
Microsoft: Exchange Server 

http://www.microsoft.com/exchange
Compaq ActiveAnswers

http://www.compaq.com/activeanswers
Exchange 2000 Books

Exchange Server for Windows 2000 - Tony Redmond

http://www.amazon.com/exec/obidos/ASIN/1555582249/o/qid=969470566/sr=2-2/103-1318470-5439812
 Mission-Critical Exchange 2000 - Jerry Cochran

http://www.amazon.com/exec/obidos/ASIN/1555582338/qid=969470685/sr=1-2/103-1318470-5439812
Managing and Monitoring Exchange 2000 - Mike Daugherty

http://www.amazon.com/exec/obidos/ASIN/155558232X/qid%3D969470758/103-1318470-5439812
The Exchange 2000 Server Resource Kit– Microsoft Press
http://mspress.microsoft.com/prod/books/4355.htm
The Microsoft Exchange 2000 Server Administrators Companion – Microsoft Press
http://mspress.microsoft.com/prod/books/4193.htm
The Microsoft Exchange 2000 Server Administrators Pocket Consultant– Microsoft Press
http://mspress.microsoft.com/prod/books/4218.htm
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