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ISPs and Exchange 2000 

Abstract:   The major growth in the electronic messaging space, in terms of new mailboxes, is in the ISP (Internet Service Provider) space.  With the growth of that space comes an opportunity for providing consulting services.  Traditionally, Compaq’s consulting organization has been focused on the implementation and integration of large Enterprise messaging environments using Microsoft Exchange technology.  While Enterprise consulting will continue to be Compaq’s focus, there may be situations where consultants are asked to participate in an ISP messaging solution.  In support of that opportunity, this paper:

· Briefly describes the ISP messaging environment

· Identifies some of the unique challenges in the ISP messaging space

· Describes the ISP messaging model

· Identifies some of the current, market leading products

· Describes how features in Exchange 2000 will enable Microsoft to service the ISP market

· Provides example configurations for an ISP focused Exchange 2000 solution
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What is an ISP?

An ISP (Internet Service Provider) is a company that provides access to the Internet and applications that sit on top of that Internet connection.  Customers can be individuals, businesses, or organizations.  The services provided are typically e-mail, world-wide web access, content or information (as is the case with AOL or MSN), and NNTP (Network News Services).  A point to note is that most ISPs are not currently profitable.  Most ISPs are therefore hoping for, and waiting for, the outsourced business model to take off.  However, to reap the potential benefits of the outsourced market, an ISP must survive.  One of the keys for an ISPs survival in today’s market is providing services that extend beyond the basic services just described.  For example, directory services, integration of voice and e-mail services, fax services, EDI or e-Procurement services are all being offered by various ISPs today
.   

The ISP Market

The ISP market today is one of both expansion and consolidation.  New ISPs come into existence nearly every day and more users are connecting to ISPs each month.  At the same time, the larger National ISPs (Mindspring
, EarthLink, GTE, AT&T) are buying smaller, regional ISPs.  Interestingly enough, since changing ISPs is a relatively painful process for the individual user, the acquisition of a smaller ISP doesn’t guarantee the retention of the entire user base.  It is not uncommon for 20-30% of the user base to be lost during an acquisition.

Many of the methodologies we follow for implementing messaging systems in an Enterprise can be applied to an ISP.  As you might expect, there are service requirements for an ISP that are different, or more critical, from those of an enterprise.  Three examples are:

· System Integrity

· Connectivity 

· System/User management
System Integrity 

Unlike an Enterprise, an ISP’s messaging service is, by nature, open to public access and public scrutiny.  Because of this, it is essential they maintain integrity within their system.  The network through which services are provided must be protected against breaches in security, hardware, and software failure.  Firewalls and High Availability configurations are very common and are critical components of an ISP’s infrastructure.  Obviously, a solid operations plan (for backups and recovery) must also be in place.

To put it in terms that we can all understand, if a virus infects the Compaq messaging service, or if an Exchange server goes down for four hours in our network, the only people that know about it are the people within Compaq.  Conversely, three fairly minor events (from an Enterprise point of view), which occurred on ISP messaging systems were reported on the front page of the Wall Street Journal:  

· AOL’s problems with busy signals 

· AT&T Worldnet was inaccessible for 14 hours

· Hotmail suffered from password-related security issues

These issues can cause ISPs to lose customers and, therefore, revenue
.  

Connectivity

At a minimum, ISPs must provide dial-up access for all of their customers.  Cable based and DSL based access methods are also becoming available and more widely used.  As ISPs begin to approach the outsourced business market, the niche of increased network bandwidth, where they may actually make a profit, will become a requirement due to the use of ATM and Frame Relay.  

Access to an ISP is normally provided through POPs (Points-of-Presence).  POPs can be thought of as a bank of modems located in a specific region or geography.  When a customer dials their ISP, they are normally dialing a set of modems, or modem pool, at the POP.   So, not only do POPs provide basic access to the ISPs environment, but they also extend an ISPs reach beyond their local geography.  This extended service region attracts a larger user base and also accommodates traveling users.  Some ISPs, working with other service providers, may provide national and world-wide access to their services.

System and User Management

Managing components such as systems and routers in a convenient and easy way lowers the cost of the service.  Also, once an ISP has over 15-20,000 users, some automatic means of creating user accounts and billing records is required.  This provisioning of accounts and billing information, and the integration of the two, can be quite complex.

Every ISP must address these three issues.   In addition, and to generate more revenue by attracting more customers, the ISPs must add value to their service offering.

In order to compete in the marketplace, ISPs must differentiate their service offerings.  The obvious way of differentiating their service is through lower monthly rates.  The other is through the extension of services.   Service extension is commonly achieved through the addition of applications.  

To attract the small-to-medium sized business, an ISP must offer the same capabilities to their outsourced customer that these customers expect from an in-house solution.  ISPs that focus on application level services are called Application Service Providers (ASPs).

In addition to their core services, some ISPs are moving into a position to offer outsourced e-mail, ERP, Bus-2-Bus, and financial applications to business customers.  This type of ISP is normally focused on small-to-medium businesses. 
Another interesting development in the ISP/ASP space is “two-tiered” outsourcing.  In short, there are companies that are pure ASPs and these companies outsource their infrastructure to larger ISPs and, therefore, only focus on the value added applications (such as e-procurement and EDI).  This symbiotic relationship benefits the ASP because they do not have to build and staff large data centers.  It benefits the ISP because they are gaining revenue without incurring the sales and marketing costs.  The ISP can also focus on their strength: infrastructure management.

Still more companies are forming today that focus on the “S” in ISP; namely, service.  These companies also outsource all infrastructure related tasks to a larger ISP.  Their added value might be training customers to use e-mail and NNTP to benefit their environment, or they may specialize in building web pages.  Again, from their customers point of view, these ISPs may appear to be providing the entire infrastructure when, in fact, they are not.
Problems and Issues

ISPs face issues due to a combination of the explosion of the market and their attempts to keep costs low, yet increase service offerings.  Remember, most ISPs are not currently profitable, so they must keep their operating costs low.  For smaller ISPs and ISPs implemented without a vision for growth, this means spending as little as possible on operations, hardware, software, and support.

Freeware 

Some of the common problems and issues seen in the ISP space are due to the use of “freeware”.  Freeware is any piece of software that is either free or nearly free.  Examples of freeware used in the ISP space are Qpopper for (POP3 services) and Sendmail (for SMTP services).  Both of these utilities can be used to implement basic messaging services within an ISP.  Both scale fairly well and can be modified to accommodate a ISPs needs. 

The problem with freeware is that as an ISP grows, it may be necessary to continually “hack” or customize the freeware code.  After years of hacking, the ISP essentially becomes a software vendor and must support not only the services provided to its end users, but also the code that they’ve written to provide those services.   Eventually this can drive up the ISPs cost of service,  and can prove to be more expensive than actually purchasing commercial software.  

One problem in getting ISPs to move from freeware is the “Macho Factor” or the “Not Invented Here” attitude.  Many ISP data centers are managed and run by very technical people.  These people, in many cases, believe that they can do a better job than the software companies who specialize in particular space, for example, e-mail.  This is actually true in very few cases.  Generally, technical people running an ISP service will continue down the hacked freeware path due to ego.  Unfortunately, at some point, they and their company will probably fail.
New Services
One problem that occurs in ISPs implementing a freeware-based solution is their inability to add new services.  Even more likely is their inability to integrate multiple new services with traditional services.  For example, to add an IMAP service on top of the same infrastructure as a POP3 based service may not be trivial.  IMAP deals with a hierarchical folder model and has provisions for both online, and offline, operation.  POP3 is primarily focused on offline access with all messages existing on the client.  In addition, there is no hierarchical server side folder model with POP3.  
So, ISPs that have implemented a POP3 service over a flat file system structure may find difficulties implementing IMAP.  On the other hand, a company that has implemented POP3 on top of a relational model (for example, an Oracle database) may find that adding IMAP support is fairly straightforward.  

Bearing in mind that ISPs are generally trying to lower their costs,  the likelihood that an ISP started out using Oracle as the base for their POP3 service is pretty low!

As the ability to add new services is becoming increasingly important for an ISP, implementing a rich and flexible infrastructure up-front is particularly advantageous, especially for fast growing ISPs.
Scalability
When you consider the huge market growth, and the fact that some ISPs are already supporting over 1 million users, scalability is obviously an issue.  For those only familiar with enterprise messaging, 1 million users seems an almost ridiculous number of people to support.  Keep in mind, however, that in the consumer e-mail/ISP space, far fewer users are connected at any given moment when compared to an Enterprise.  It is not uncommon for peak simultaneous access for a POP3 ISP service to be in the 1% range.  So, for a 1 Million customer ISP, there may only be peeks of 10,000 users connected at a time.  For the most part, today’s ISP messaging is accomplished via POP3.  This is a very simple protocol and typically requires very short connect times.  Remember, all messages are downloaded to the client; little to no server side message manipulation occurs.

Even with this relatively light traffic, supporting 10,000 users is no small feat.  Any services implemented must be able to scale both vertically (on a single physical server) and horizontally (implemented across multiple physical servers).  Additionally, if the software allows for partitioning of services on different systems (for example, separating POP3 access services from message storage services and SMTP services), flexibility on how to deploy a scalable service can be introduced.
Reliability

Building a system that can support 1 million users is of no use if the system is unreliable.  In addition to scaling to meet the growing population, services must also be deployed in a Fault Tolerant and/or High Availability configuration.  This capability should be built into the messaging software itself, as well as into hardware and support services such as DNS and/or a load balancing services (for example, WLBS or Cisco Load Director).  The most important point to remember is that when an ISP’s system or service crashes, everybody knows!  Therefore, any software and services implemented must be highly reliable.
Provisioning
A unique requirement in the ISP space is the provisioning of account and billing information.  In the enterprise space, most companies create or provision accounts manually.  Some companies have taken account creation to the next level and have moved to an automated provisioning mechanism using feeds or exports from HR databases, and through the use of tools like Compaq’s LDAP Directory Synchronization Utility (LDSU).

In the ISP space, account provisioning must be immediate and must interface with the billing system of the ISP.   If either process isn’t immediate, the ISP can’t bill for their service and the user can’t access those services.  Neither situation is good. 

To make matters more complex, most ISPs already have a billing system in place so the introduction of any new software must seamlessly integrate into the existing system.  Add to this the addition of new services, for example, directory services and EDI/e-Commerce services, plus the associated requirements for security and authentication, and this issue alone requires a great deal of planning and testing.
ISP Messaging: Model

The section focuses on the ISP model as a whole, but with specific focus on messaging.  The other major components will be introduced as a point of reference, but no attempt will be made to examine each in exhaustive detail.  The idea is to give the reader a basic understanding of each of the services and possibly spark some questions for later research.  From a software standpoint, the major components of an ISP service are: 

· Electronic mail 

· Netnews

· The World Wide Web

· DNS

· Static Load Balancing

· Routers and firewalls  

The following sections describe each of these ISP services in more details.  Other ISP services exist and may be explored in other white papers or, potentially, in later releases of this document. 
Electronic Mail 
Electronic mail is the single most important service an ISP provides to their customers.  Establishing a mail service requires making choices on mail server software, storage, user account provisioning and messaging system access.

The most critical decision in establishing or replacing a mail service, is the choice of mail server software.  There are many mail server software packages on the market, however only a few are widely used by ISPs.  These are: 

· InterMail( from Software.com 

· SIMS( from Sun Microsystems

· Netscape Messenger( 

Each of these packages supports POP3, IMAP4 and SMTP, as should any other package being considered.  In addition, the product architecture and platform (Unix/NT, Alpha/Sparc/Intel) should also be considered when making a decision.

Different mail servers support different scalability needs.  Freeware solutions typically scale very well up to 50-100,000 users.  To support more than 100,000 user accounts it is necessary for ISPs to either perform major customizations on  their freeware software, or to deploy commercial software.  For solutions requiring support for 100-250,000 users, products are available from those vendors mentioned earlier, and from vendors such as ISOCOR and Innosoft.  When the solution requires support for 500,000 plus users, the choice of commercial software becomes more limited, especially if you are interested in a reference account.  Software.com’s InterMail( product, is the market leader (by a long way) for ISPs requiring support for over 500,000 users.  It is, in fact, the leader in the commercial ISP space overall, with over 50 Million mailboxes deployed, and is used by over 65% of the commercial ISP e-mail market.

To clarify, however, both HotMail and AOL support larger single environments than any single Software.com installation.  The key here is that neither of these environments uses commercially available software.  Everything is proprietary.
Netnews
Hosting a Netnews service requires some serious network bandwidth.  Newsgroup traffic is always increasing and doubles in size every year or two.  ISPs may have one or more feeds from which they obtain new articles and newsgroups.  News information is distributed using a flood model where ISPs receiving new articles are responsible for sorting out duplicates.  ISPs also offer local news groups containing information and discussions of local interest.

Today, complete news feeds require in excess of 18GB of disk space.  Sufficient network bandwidth must be allocated to handle this traffic.  In addition, ISPs must also consider whether their commercial customers will require private news feeds.  If so, those feeds will consume even more of the ISP’s network bandwidth.  To avoid impacting other services, it makes sense to partition the bandwidth used for news, and keep it separate from the bandwidth used for services such as e-mail.
Many ISPs use Netwnews software based on INN (InterNetwork News).  As this public domain version may not match exactly with the Netnews service that the ISP wants to provide, the software is often modified to suit their established news server architecture.  This is another potential opportunity when offering consulting services.  
World Wide Web
The most compelling reason for residential and commercial subscribers to sign up with an ISP is to gain the ability to access the World Wide Web.  The Web, for now, is primarily used for information gathering, with Web pages available on a vast range of subjects.  This is more commonly referred to as Web surfing.  However, as the web has grown and been enhanced, it has become a viable option for electronic commerce.  Transactions range from specialty shops or boutiques offering unusual products for sale (via JavaScripts) to micro-transactions where fractions of a cent are used to sell newspapers by the article, cartoons by the strip, or music by the song (see http://www.millicent.com/), where the ISP acts as a clearing house.

ISPs must prepare for these changes by establishing high performance Web services, which can be offered to their clients.  These services must be built upon architectures that will scale as Web use expands and changes.  Providing a web service requires sufficient internet bandwidth for low-latency browsing and the capability of hosting local Web pages for residential and commercial subscribers.  A rule-of-thumb is that approximately 10 percent of residential subscribers will choose to host their own Web pages, and when they do, they require between 3-5Mb of disk space per hosted site.  Web server software makes up just one piece of a Web service offering.  Other pieces include:

· Proxy Servers.  Proxy servers act as an intermediary between the ISPs subscribers and the Internet.  HTTP requests issued from a client’s Web browser are directed to the proxy server. The proxy server then fetches the requested data from the Internet site.

· Content Filtering.  An ISP may also want to offer their subscribers specific packages that limit access to sites having content inappropriate for children.  This can be accomplished via the content filtering capabilities of a proxy server, or through a separate product.

· Caching.  The larger the ISP, the more likely it is that Internet bandwidth will be wasted serving identical queries to the same Web pages.  A caching server makes more efficient and cost-effective use of Internet resources, while hiding network latency from subscribers.  

These three services can be deployed on one or many physical servers, with the architecture dependent on the ISP’s size, growth curve, and target markets.
DNS
A DNS (Domain Name Service) maps domain names to host addresses for business and residential customers, as well as for clients on the Internet.  In order for a client to access any Internet service an address for its server must be obtained through DNS.  One of the most important functions of DNS in an ISP network is to provide a limited view of the ISP network so that clients are only allowed to access a small set of servers.  In fact, many large ISPs have a client DNS that reveals only a small number of addresses, while an internal DNS provides mappings that make all of the ISP’s systems accessible to their staff.

Separate domain names are typically defined on a per-service basis, for example; a news service might be accessed through the domain name, news.isp.net.  A web service might be accessed through www.isp.net.  These domain names provide a layer of abstraction that an ISP can use for ease of configuration, load balancing, and fail-over.  For example, a small ISP might have the names, news.isp.net and www.isp.net mapped to the same physical server.  As the ISP grows, these two services can be hosted on separate servers.  Simply making a change to the address maps in DNS, allows customers to correctly access the new configuration.
Static Load Balancing
Static load balancing can be applied with most versions of DNS.  When multiple servers are used to host a single service, DNS can be configured to provide different addresses for the same domain name on a round-robin basis.  The effect of round-robin DNS is to statically balance the workload across multiple servers.

There are other DNS related mechanisms available that are useful to ISPs, for example, dynamic load balancing, fail-over, and client sensitive mappings.  

For dynamic load balancing, many ISPs will modify BIND
 or use public domain software such as lbnamed.  Fail-over can also be implemented via modifications to BIND, though some issues arise with applications that cache domain names, such as browsers.  

One of the primary shortcomings of the current version of DNS in the Unix space is the lack of a simple interface.  The interface is provided as a flat file that must be edited manually.  Some ISPs actually integrate DNS with various databases and then write GUI front ends to the database to ease DNS management issues. 
Routers & Firewalls
It is essential for ISPs to establish mechanisms and policies that minimize the occurrences and the effects of intrusion into the ISP network.  ISPs must control access to each server in their network, and packet filtering routers and firewalls are two of the most important tools at their disposal.
Packet Filtering Routers

Packet filtering routers are the first line of defense; they allow packets to be routed based on source and destination IP addresses, and source and destination TCP or UDP port numbers.  This is the basic mechanism by which an ISP can ensure, for example, that only HTTP requests can be made to a Web server.  Packet filtering routers are necessary, but not sufficient for establishing a secure ISP network.  A primary shortcoming is that routers do not provide a logging facility that can be used to detect and track intrusion attempts.  In addition, rule sets can be quite complex and are prone to error.  Finally, since routers are also stateless, they cannot perform complex analysis of transactions with internal hosts.

Firewalls

Firewalls, when deployed in conjunction with packet filtering routers, can be used to establish multi-layer, secure gateways throughout the ISP network.  With the router configured to block all connections except those appropriate to specific servers, a firewall can be used to perform more fine-grained filtering of traffic.  Firewalls can  perform state inspections of packets using knowledge of the specific application protocols being used.  As a result, firewalls can allow easily spoofed protocols, for example FTP and most UDP based protocols, to pass safely through the firewall while dropping any suspicious packets that are not received in the correct context.

Firewalls can be used to perform detailed logging of traffic to internal hosts, which is useful for detecting intrusion attempts.  Encryption enabled firewalls can be used to set virtual private networks (VPNs), which can be used in electronic commerce applications and for interconnecting remote corporate customers.  Finally, NAT (Network Address Translation features can be used to hide internal network addresses, enhancing security and enabling an ISP to allocate more private IP addresses than they actually have available.  
Architectural Principles
The network and application architectures utilized by ISPs generally consist of a set of sub-networks with different functional responsibilities, for example user access, service, and administration.  These sub-nets are connected via routers and/or firewalls, which are used to control access from one sub-net to another.  There are many ways in which the services discussed in the previous section can be deployed onto a physical network of machines.  The choice of which architecture to use depends on a large number of factors, including the number of subscribers, expected workloads, services to be provided, desired performance level and expectations for growth and security concerns. 
The factors influencing ISP architectures vary widely from one implementation to the next.  Much like enterprise deployments, it is rare to find identical implementations amongst ISPs.  Designs may also change as the ISP evolves, and can occur quite often when an ISP moves from a home-grown environment based on freeware to an environment using commercial software. However, there are some underlying principles used in the design of ISP architectures.
Scalability
Scalability is the most important issue for an ISP.  Growth in Internet usage and interest is driving subscriber increases up at a quick and constant pace.  Beginning with a relatively small base of subscribers, an ISP can quickly grow to over 100,000 subscribers in less than a year.  This sort of load increase severely tests the ISPs system architecture.

Most ISPs expect to grow and, therefore, their architectures must be designed to handle that growth.  This is one reason why ISPs tend to make significant investments up-front in architectural design up-front, and provide the hardware and software infrastructure to support it.

There are two methods of scalability: horizontal and vertical scaling.

· Vertical scalability is the ability to increase the processing power of a single server.  This can be done by adding processors and memory to existing configurations or by upgrading from one platform to a more powerful one.  To take advantage of multiple processors, an application must be multithreaded.  

· Horizontal scalability provides the ability to add more servers to a particular service area, such as mail, web, or news services.  Since scaling an ISP installation inevitably means adding more machines, an architecture that provides for horizontal growth is superior to one that depends on vertical scalability alone.  Eventually you will run out of power, and even if you don’t, you have introduced a potential single-point of failure.  Horizontal scaling is typically the first approach used by ISPs, and is an approach we’re familiar with in the enterprise. 

It is common for ISPs to deploy services across a set of servers where each set performs a specific function.
Functional Division of Services
The services for an entire ISP could, theoretically, be hosted on a single multi-processor Alpha server.  This approach isn’t always the most effective in the ISP space; dividing the services functionally and providing them on a set of  smaller servers has several advantages.
The use of multiple servers can accomplish both vertical and horizontal scaling.  ISP architectures expecting to grow rapidly will normally create a software architectures that allow a single service to be spread across more than one server.  This approach can be more difficult initially. For example, to configure a mail service to allow all subscribers to access their mailboxes from any mail server requires some work with DNS and, normally, some home-grown directory service.  Once this work is done, however, the architecture will sustain growth well into the future.  

For those applications that do not scale well on a multi-processor system (non-threaded applications), horizontal scaling will have to be applied at some point in the growth cycle.  Obviously it is more cost-effective to address these issues early on and they should be part of the initial planning.  Adding small servers is typically inexpensive and easy to do, providing that it is supported by the design and infrastructure.  In contrast, the “big box” approach limits scaling to the performance levels that can be achieved from a single large server.  
Performance
It is not uncommon that different services require different server configurations to provide optimum performance for their function.  By hosting each service on separate servers, CPU, memory, I/O bandwidth, and operating system parameters can be tuned for the task at hand.  At times it even makes sense to partition different aspects of a single service onto separate servers, for example splitting POP3 access services from IMAP4 or HTTP access services.  Each of these access services could be hosted on discrete set of servers dedicated to a specific access protocol.
Reliability & Availability
Reliability is enhanced using multiple small servers as the number of single-points-of-failure is reduced.  If a news server fails for some reason, it is probable that the loss will not affect the mail service.  With one service down, the ISP can still provide services to its users, even in a less than fully functional state.  With more sophisticated architectures, each service can have multiple servers, increasing reliability even further.
Reliability and availability can also be improved by adding redundancy into the ISP architecture.  Multiple internet connections can be established to different external networks (Sprint and MCI, for example) to ensure that, if one link fails, the other link can carry traffic to and from the Internet (albeit with reduced performance).  The same approach can be used for Enterprises.  Multiple connections may also be partitioned by function.  For example, news feeds could be supported on a dedicated connection so that fluctuations in news traffic do not affect the performance of other services, as described earlier.  
Security
An ISP configuration with separate servers for each service can limit the effect of an intrusion in two ways.  First, if security is compromised on one server, the intruder may not necessarily gain access to any other server.  Secondly, if firewalls limit network traffic to only that protocol for which servers are responsible, penetration attempts are only possible using that protocol.  For example, guessing passwords through a telnet connection is not possible if the protocol is restricted from news, web, and mail servers.
Flexibility
With DNS configured to dynamically allocate users to different servers, additional platforms may then be configured, tested, and made accessible to subscribers by simply changing the DNS configuration.  This flexibility is more difficult for an ISP that only implements a few large servers.

Large servers certainly have their place as long as they fit into a plan that supports the scaling requirements of the ISP.  Large servers are required when vertical scaling is used to gain higher performance.  For example, a message store that opens multiple database instances can benefit from being hosted on a single large server.
Directory
Directory services are typically used by ISPs for location brokering.  The idea behind location brokering is directing a particular service, such as a POP3 server, to the correct message store hosting a user’s mailbox.  This function can be achieved using a home-grown database or a commercial directory service.

ISPs are now providing directory services such as a lookup services to customers.  As ISPs become more focused on outsourced business customers, this service capability will become more critical.  It is likely that business customers will only want to have a view of their own users in the directory, so the ability to partition a single directory, based on a particular customer, will be required.

ISP Messaging: Current/Leading Products

From a commercial software standpoint, the ISP market is controlled by three vendors:

· Software.com 

· SUN

· Netscape

Software.com actually has two products in the ISP space: Post.Office and InterMail(.  InterMail is focused at larger ISPs and is responsible for Software.com’s growth in ISP marketshare.  For those only familiar with the Enterprise space, it may come as a surprise that Software.com has deployed nearly 60 million mailboxes as of January 1st, 2000.  This is nearly the combined total of Exchange and Lotus Notes.

InterMail has the ability to separate access services from the message store and directory services.  The message store itself resides on top of a transacted database, specifically Oracle.  In addition to supporting traditional e-mail, InterMail also supports voicemail and wireless access through the use and integration of third party utilities. 

Sun dominates the hardware aspect of ISP services and is widely used on Unix systems.  In addition to providing hardware and the Solaris operating system, Sun also provides SIMS (the Sun Internet Messaging Suite).  SIMS uses technology from Innosoft on the underlying transport.  Innosoft has a solid history of engineering quality products and also drives Internet standards.  While SIMS does not have the same level of scalability as Software.com’s InterMail, it is a major competitor in the small to mid-size ISP space.

With America Online’s (AOL) purchase of Netscape, confusion abounds about Netscape software.  Netscape once owned mind-share in the ISP space and were always in consideration for virtually any ISP business.  Since AOL has taken much of Netscape’s software and handed it over to Sun, ISPs are confused about how these different software packages will be integrated, if at all.  Regardless, Netscape is still a major player in the ISP space, especially with regards to directory services.

Exchange 2000

The design of Exchange 2000 enables it, or an ISP-specific version based on Exchange 2000, to enter the ASP and ISP market.  The inherent design of Exchange 2000 means that it provides all of the capabilities identified as necessary for an ISP:

Scalability:  Exchange 2000, like Exchange 5.5, scales very well on a single server.  The limiting factor on single server sizing has been a practical one related to the Information Store.  With the introduction of Storage Groups combined with hardware technologies such as SANs (Storage Area Networks), Exchange 2000 can easily scale to support 250,000 subscribers, or more, on a single server.

The ability to horizontally scale on a per-service basis also enhances Exchange 2000s scalability.  Directory services and front-end access services can be separated from message store services. 

Performance:  Services can be spread across separate servers, and those servers can be tuned according to the service they provide.  Because all services are multi-threaded, they can take advantage of multiple CPUs, as well as benefiting from additions in memory and new I/O developments.

Exchange 2000 also has the capability of caching key information.  Directory caching is incorporated to avoid unnecessary direct queries or reads of the directory. 

Reliability and Availability: The ability of Exchange 2000 to take advantage and be configured in an Active/Active cluster configuration ensures a very reliable and available Exchange 2000 environment.  In addition, the ability to partition services across multiple servers and to load-balance between them, via DNS or WLBS (Windows Load Balancing Service), also increases availability.

Security:  The underlying operating system, Windows 2000, provides all of the security features required by an ISP or ASP.  Since Exchange 2000 requires and depends on Windows 2000, services offered by Exchange 2000 benefit from Windows 2000 security.

Flexibility:  Partitioning services across multiple servers, a capability of Exchange 2000, introduces a level of flexibility required by ISPs.  Exchange Management Objects and Public folders also bring the potential for flexibility to an ISP environment.

EMOs (Exchange Management Objects) are programmable objects that can be used to manage mailboxes, folders and details about recipient objects in the Active Directory.  Through these objects it is possible to create, move, and delete mailboxes and to set recipient policies such as storage limits and e-mail addresses. The objects are dual interfaced and can therefore be programmed using common programming languages such as C++, C, VB, VBScript or JScript. Additionally, they can be used in ASP pages, enabling the development of web-based management.  Auto-provisioning of accounts can therefore be achieved using these objects.

Multiple Public Folder Hierarchies provide a way to partition the list of public folders, allowing different hierarchies to be used for each public store.  This facilitates the use of separate hierarchies for separate organizations.

Directory:  Active Directory is provided by Windows 2000, and is an integral part of an Exchange 2000 deployment.  The Active Directory has all of the capabilities of a general purpose directory service as well as value added features, such as the integration of DNS into the directory service. 

The basic features and functions required for an ISP deployment are available in Exchange 2000.  The key will be the availability or ease of creation of tools that allow integration with billing systems and provisioning capabilities.  These tools can either be supplied directly from Microsoft, or from a services organization like Compaq.  The other key will be proof.  Microsoft, or perhaps Compaq, must prove that Exchange 2000 can meet the needs of an ISP. 

Example Exchange 2000 Configurations
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Small ISP

There are a variety of configurations that may be appropriate for ISPs.  The figure opposite depicts a configuration suitable for an ISP supporting a relatively small set of users, probably less than 20,000.

Using an Internet client, the user dials into a modem pool that hands the connection off to the front-end server responsible for the access protocol.  The front-end process, simply an Exchange 2000 server configured with the “front-end processor” switch checked, then uses the Active Directory to determine which back-end, mailbox, or server to pass user requests to.  In this configuration, there may be multiple front-end and multiple back-end servers.  Any front-end server can service any user since the directory contains the appropriate information required to direct the front-end server to the correct back-end server.  One advantage this configuration brings to an ISP is the ability to build very high availability on the back-end server and directory server.  The front-end servers can be made up of less expensive, small disk systems. 

It is important to note that an Exchange 2000 server configured as a front-end server cannot, and will not, host mailboxes. 

ASP
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Another possible scenario is that of an ASP.  In this scenario, the ASP may want to offer messaging services to multiple organizations without implementing separate hardware configurations. 

In this case, the ASP can assign domain names to each of the companies it is hosting (for example, ABC.com and XYZ.com) and provide separate IP addresses for each.  Obviously it’s possible to accomplish this with a single Network Interface Card, but for sake of this explanation, assume that we have two.  Since Exchange 2000 implements protocols via the notion of Virtual Servers
, the protocol servers serving each company can be configured specifically to the needs and requirements of each company.  In addition, to ensure separation of services between the companies, the back-end server can be configured with multiple storage groups, one for each company.  In this way, there is no possibility of information overflow between employees of each company.  It also allows the ASP to offer different Service Level Agreements to each company.  Backups and restorations can also be performed separately.

Use of Firewalls
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Normally an Enterprise’s firewalls separate the external world from the Enterprise’s internal network.  There are some differences with an ISP.  The ISP must expose some of its services to the Internet.  Access services must be accessible to the ISP’s subscribers and the ISP’s SMTP service must be accessible to the rest of the Internet for message transport
.  The ISPs account provisioning service must also be accessible to the Internet; otherwise the ISP couldn’t easily grow its install base.  The most critical service offered by an ISP, at least from a messaging standpoint, is message storage.  The message store is separated from the front-end servers by Firewall Services.  The firewall is configured to only allow the front-end servers to access the back-end servers and, if possible, only via the protocols served by those servers.  This type of configuration is very common in the ISP space.

These scenarios and configurations are very simplified
.  The concepts, however, can be expanded to support an ISP or ASP environment of any size.  The challenge is to architect a solution that can grow with the ISP and maintain security and integrity.  Because this space is growing so rapidly, it is highly likely that Compaq’s services organization will be called into the ASP and ISP space very soon.  The important thing to remember is that all of our proven methodologies for planning, design, and implementation can be applied to the new opportunity being presented in the ISP and ASP market.




































































































� ISPs that are focused around offering applications instead of infrastructure are known as ASPs.  This paper is focused on ISP, or infrastructure, aspects of deploying a messaging system.


� During the writing of this paper Mindspring was purchased by Earthlink.  Proof of consolidation!


� Even ISPs that offer “free” e-mail can lose business from the loss of customers. Free e-mail is normally funded through advertising.  If an ISP loses customers then the price they can charge to advertisers goes down, costing them revenue.


� Berkeley Internet Name Domain, better known as BIND, is the most popular implementation of DNS and runs on virtually every Unix platform on the market.  BIND has also been ported to NT. 


� See a future Compaq white paper from Kevin Laahs (who kindly supplied this information). This will describe EMO and Multiple Public Folder Hierarchies in detail.  


� See the Routing in Exchange 2000 White paper for an explanation of Virtual Servers.


� While an ISP must have some SMTP services exposed to the Internet, most ISPs maintain a set of SMTP servers that are only accessible by their customer base.  This ensures that a Denial Of Service (DOS) attack against the ISPs external SMTP servers does not impact its subscriber base.


� Detailed hardware and software configuration information dealing with clusters and SANS can be found in the white papers entitled “Exchange 2000 Data Storage and Management” and “Clustering Exchange 2000”.







