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Compaq Services has been creating designs for customer deployments of Microsoft Exchange Server for three years. In that time a lot has been learnt about the right way to approach different problems that are encountered. This document lists a number of principles for consideration during the design phase of a Microsoft Exchange project. A principle is a statement of a desired outcome and is generic in its nature. Consultants should apply their own skills and experience to put these principles into context with a customer’s computing infrastructure and requirements in order to refine the principles for a specific design.
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Windows NT

Create a stable Windows NT environment before deploying Exchange

Rationalize Windows NT domains and establish a solid infrastructure before deploying Exchange servers. It is very difficult to redesign Windows NT after applications have been rolled out.

Rationalize the NT domain structure

Many customers have legacy NT implementations that result from early deployments of NT in workgroup situations to provide shared file and print services. Exchange can work across a mass of NT domains, but it becomes very messy and sometimes hard to determine where a problem exists. Try and rationalize the number of Windows NT domains before beginning the deployment of Exchange. The goal is to have as few domains as possible, in line with the customer’s business goals and environment.

Remember that Windows 2000 Server will help to rationalize domains, but the effort required in this migration will be much reduced if some work is carried out during an initial deployment of Exchange.

Make sure TCP/IP works

In corporate deployments Exchange depends on a solid TCP/IP infrastructure. Make sure that all of the components that contribute to the TCP/IP infrastructure (WINS, DHCP, RAS) are in good shape before deployment begins.

Design the Name Space

Work to build a name space for Windows NT domains, server names, and Exchange organizational names that is flexible, can grow with a company, and evolve to meet company reorganizations. Understand the importance of naming conventions in terms of flexible design.

Conduct standard deployments

Building and then using a plan to deploy servers according to predetermined standards will drive down costs. Consider using the SEPS tool to help to configure servers automatically.

Configuring Exchange

Maintain a configuration log

Maintain a log that contains details of configuration data such as the Exchange organization, names of servers, IP addresses, parameters for connectors, and so on. Make sure that the log is updated each time a change is made.

Look for the network before building sites

An Exchange site is basically an island of servers connected by high-bandwidth, LAN-quality network. RPCs are used to send information between the servers.  If you have less than 128 Kbps available between servers think about splitting the servers into separate sites.

Separate the Exchange databases from transaction logs

The Exchange databases (Information Store and Directory) must be located on a separate physical device to their transaction logs.

Turn off circular logging

Circular logging is enabled by default for both the Information and Directory Stores. Disable circular logging to allow transaction logs to be used to recover transactions should a database be corrupted.

Separate the Exchange databases from Windows NT files

For best performance, the Exchange databases should be placed on a different volume to the Windows NT operating system.

Enable message tracking

Enable message tracking on all relevant components (MTA, connectors) to allow Exchange to build a set of message tracking logs that can be used to trace the path of a message through an organization.

Maximize single instance storage

Assign people from the same workgroup to the same server. This ensures that the single instance nature of the Information Store (which is server-specific) is maximized and that network traffic is minimized.

Restrict control over top-level public folders

Do not let public folders be created by large numbers of users. Restrict access to a select group and design a public folder hierarchy that is logical and meets the needs of the business. 

Restrict administrative access for public folders

Restrict administrative access for public folders to the home site to prevent remote administrators pulling new replicas to their site. Use PFADMIN to take regular reports of the public folder hierarchy to check that unwanted replicas do not exist.

Set individual replication schedules for public folders

Public folders can be used to store many different types of content. A single replication schedule is unlikely to meet the requirements of all types of information, so set an individual replication schedule for each folder as it is created.

Deliver mail to the Information Store

Do not deliver messages to user Personal Folders (PSTs) as this increases overall disk storage, stops people using clients that can’t access PSTs (like web browsers), and increases network traffic.

Establish a common security context for all Exchange servers

For seamless communication Exchange servers need to share a common security context. The easiest way to do this is to install all of the Exchange servers into a single resource domain. No user accounts should be created in the domain. Instead, use one-way trust relationships to master account domains.

Use dedicated servers

Whenever possible, use dedicated servers to run Exchange. The servers can be tuned for Exchange and no conflicts will be experienced with other products.

Separate connectors away from mailbox servers

Exchange will run all services quite happily on a single server. However, it is easier to debug and fix problems if essential components are kept separate on different servers. Most maintenance work is performed on Exchange connectors, so isolating connectors from mailboxes reduces the potential of downtime for users. If possible, operate dedicated mailbox servers and put connectors on a separate bridgehead server. Apart from anything else, this step allows the two server types (mailbox and connector) to be tuned differently and to use different hardware configurations.

Limit the number of users per server

Exchange can cope with thousands of users on a single server. The issue here is not the software’s capability, but rather the level of pain that a company can stand if a server that supports two or three thousand users experiences an outage. In most cases, it is better to spread users across a number of servers than put everyone on a single server. Remember that the larger the user population, the larger the information store databases will be, which leads in turn to an increase in the time required to perform backup and restore operations. If you do elect to use a single server, make sure that the operational and management procedures are of the highest possible quality as any outage will result in enormous pain for all concerned.

Consider MTA and IMS limits

If limits are not placed on the MTA and IMS, users will be able to send and receive massive messages. Placing a limit (10MB is a suggested size) on the MTA prevents large messages being sent between servers in a site, or across a site or X.400 connector, whereas restricting the IMS stops large messages going to and from the Internet. Encourage people to use public folders or NT file shares as repositories for large documents instead of sending them as message attachments.

Set reasonable mailbox limits

Give users enough space to do their work, but not enough to convince them that they can keep everything they ever sent or received. 50 to 75MB is an appropriate limit for most users, while power users and executives will require more.

Help users stay within mailbox limits

On a regular basis (weekly or two-weekly), check mailbox sizes against quotas and let users know in advance if they’re going to exceed their quota soon. The system attendant sends warning messages, but you can’t modify the message text to tell users how to clean up their mailbox. A personal contact is more likely to educate users and convince them that they have all the quota they need. At the same time, tips and techniques on intelligent use of mailbox quotas can be passed on. For example, don’t add a logo to your autosignature file. Don’t include original message text in replies, and so on.

Use a dedicated Exchange Service account

Do not use the standard “Administrator” account to install Exchange and for the Exchange Service Account. Before Exchange is installed, create a new account and use that instead. The same account must be used for all servers within a site. Ideally, the same account should be used across a complete organization, as this will allow a common support group to easily access and support all servers. However, if different groups are going to manage different sites, it may be best to use a separate service account for each site. Using a different service account per site avoids any potential problems if someone unwittingly deletes an account.

Validate software configurations before deployment

Test configurations of Exchange, Windows NT, service packs, and layered applications (like backup products or FAX connectors) to ensure that everything works together before deployment begins.

Operate a realistic pilot

A pilot implementation is useless unless it accurately reflects the operational environment you plan to bring Exchange into. Make sure that all client platforms are included, that realistic network connections (including dial-in access) are tested, and that all third party software is incorporated. Don’t just use one server for testing. Ideally, a pilot implementation spans at least three servers connected into two sites.

Know how to bring the pilot into full production

Because they are realistic and a snapshot of the intended operating environment, it should be a goal to bring the pilot implementation through into full-time production. Ensure that the deployment plan reflects this fact and ignore the temptation to “start over” again as this will inevitably encourage a less than realistic attitude to be taken to the entire pilot. 

Install and operate a pre-production site

A pre-production site is used to ensure that new hardware and software configurations work in a realistic network environment. Ideally, two servers are operated in a site connected to the rest of the production Exchange organization via an X.400 connector. The IT department should use these servers for their mailboxes to ensure that the configurations work properly under load. New configurations should be tested for between 30 and 60 days before being introduced for general deployment.

Connectivity

Don’t ignore the network topology

The Exchange organization must exploit the underlying network topology. Make data flow where network connections exist, and attempt to optimize connectivity so as to cause the least possible impact on the network.

Understand the network and have the tools to help

Network connectivity (server to server or client to server) can sometimes be a black art. Make sure that someone on the implementation team understands how to use network tracing or other tools (like sniffers) to be able to determine the likely cause of problems if connections cannot be made.

If you have the necessary network links, use Site connectors

The Site (RPC-based) connector is the easiest and fastest to configure, and involves little maintenance. If a reliable 64 Kbps (or better) link is available, use the Site Connector to connect Exchange sites together.

Use the X.400 connector for low-bandwidth links

Whenever the available network link is 64 Kbps or less, use the X.400 connector over a TCP/IP connection. The X.400 connector is reasonably easy to configure and offers the widest possible choice of tuning options to help get the mail across the link.

Use Multi-Protocol Routing instead of DRAS

For low-bandwidth dial-up connections, use MPR instead of DRAS.

Reduce inter-site network traffic

Focus on the amount of network traffic that flows between sites and try to throttle it back by reducing the amount of background replication traffic produced by public folders and the directory.

Don’t reinvent the Internet

Most companies that deploy Exchange have some form of Internet connectivity. Ensure that you know what’s being used already in terms of SMTP relay hosts, SMTP addresses, and points of connection. Do not try and introduce new naming conventions unless agreed by all parties, including the people running the Internet connection. It’s best if you limit the number of places where connections are made to the Internet as this makes external connections more controllable for operations like virus checking.

Hardware

Plan for success

The hardware deployed should be capable of dealing with peak user demand. Better again, it should be capable of dealing with situations such as large MTA backlogs while still delivering adequate service to clients. For this reason, always make sure that enough CPU, memory, and disk resources are specified for the job, and then add 25% for growth.

Use high-quality hardware

Production quality Exchange servers are not cheap. Use high-quality servers, disk controllers and disks.

Consider clustering for higher resilience

Exchange V5.5 supports MSCS. The solution delivers the highest possible degree of resilience, but depends on a shared disk array, which is a single potential point of failure that must be protected. 

Protect the databases with RAID

Place the Exchange databases on volumes that are protected by RAID. The best I/O performance is delivered by RAID 0+1, but RAID-5 is acceptable as well.

Enable write-back caching with RAID-5

If you do use RAID-5, enable write-back caching on the RAID controller (not on the disks) to improve performance. Be sure that the controller protects the write-back cache before doing this through features like a removable cache, battery backup, and a mirrored cache. Use SMART-2 or StorageWorks RA series controllers. Do not enable write-back caching on Mylex controllers. Make sure that the RAID controller checks the battery for the cache regularly, and not just when the controller boots. It is very embarrassing to find that the battery had run down just when the cache is needed!

Never run out of disk

Don’t use more than 80% of the volumes allocated to the IS, DS, or transaction logs. Put warnings on the volumes to notify administrators if these thresholds are exceeded.

Full online backups should take no longer than 4 hours

Exchange databases are large and will become larger over time. Install the necessary hardware to ensure that full online backups can complete in 4 hours or less. If a backup takes 4 hours, a restore will take 8. It is unacceptable to use more than one working day to perform a restore. 

Run the Performance Optimizer after hardware upgrades

Exchange maintains many settings that affect its internal performance in the system registry. If you change a hardware component (add memory, a new CPU, or disk), make sure that the Performance Optimizer is run afterwards to ensure that the performance settings are adjusted.

Use the same backup configuration on all servers

Do not use different backup devices, tapes, and software across the set of Exchange servers in an organization. Use configurations that allow tapes from one server to be restored on another in case of corruption or catastrophic hardware failure.

Create a disaster recovery kit

A disaster recovery kit should be available for each server. The kit should contain all of the necessary items to allow a server to be rebuilt should problems occur. The kit includes kits for Windows NT, Exchange Server, all relevant service packs, third party products used with Exchange, and written details of passwords and server configuration. The kit should also document how to recover a server and outline the sequence of steps required. Make sure that the kit is accessible and that the administrators know of its existence. Keep the kit up to date as new versions of NT, Exchange, service packs, and applications are installed.

Operating the server

Do not use the service account to perform administrative tasks

The Service Account should be reserved for the startup of services and inter-server communication. Administrators should use their own, properly permissioned, accounts to run the Exchange administration program and perform administrative tasks.

Check and restrict permissions

Administrators do not require “Permissions Admin” permission to perform administrative tasks. Make sure that only a small sub-set of administrators possess “Permissions Admin”, and make sure that the allocation of permissions over Exchange objects is restricted to as small a number of accounts as practically possible.

Take a full backup daily

Every Exchange server should be backed up on a daily basis. A full backup is preferable because it ensures that any restore operation only requires one tape (or set of tapes).

Check backups

The backup log should be checked every day to verify that the last backup completed successfully. Verify backup tapes at least once a month to ensure that the content of the tapes can be used to restore a server.

Do not take offline backups unless necessary

Exchange is designed to remain online all the time. Offline backups should only be taken with good reason, such as in preparation for an operating system upgrade. Do not use offline backups as standard operating procedure as this will force an amount of unwanted replication traffic into the network each time the Information Store and Directory services are restarted.

Check the Event Log daily

Review the Application and Security Event logs to ensure that everything is proceeding as expected. Check any error condition, understand why it has occurred, and fix the underlying problem before it becomes more serious.

Have standard procedures for common tasks

It makes sense to develop and document standard procedures for common administrative tasks such as: mailbox creation and deletion; creating distribution lists; modifying permissions; performing backups; tracking messages; collecting system statistics; running command line utilities, and so on.

Have a policy for command-line utilities

The Exchange command-line utilities (MTACHECK, ESEUTIL/EDBUTIL, and ISINTEG) are powerful tools that operate at a very low level. Administrators should not use these tools without understanding the consequences of their actions. Make sure people are trained before using these tools. The Remote Command Service (RCMD.EXE) from the Windows NT Resource Kit is a useful tool that allows command line utilities to be executed remotely.

Take full backups before and after ESEUTIL/EDBUTIL

The ESEUTIL/EDBUTIL utility is commonly used to rebuild a database. Always take a full backup before and after you run the utility. The backup afterwards is needed because the rebuild affects the internal structure of the database.

Seek protection against viruses

Make sure that you are protected against mail-enabled or mail-transported viruses by running checkers on at least two of the layers in the messaging environment (backbone, server, client). Update the pattern files for the virus checker on a weekly basis.

Monitor the flow of mail

Use Performance Monitor to check that MTA queues are not building up. Do not allow any queue to grow to more than 200 messages without understanding why the queue is so large (for example, the queue may be due to a network outage). There are add-on products like NetIQ AppManager, Baranof MailCheck that can be used to monitor the flow of messages between different email systems. In a heterogeneous environment, where Exchange is communicating with other email systems, make sure that queues are not building up at gateway servers.

Monitor Exchange services

Use Server Monitors or another monitoring tool to check that all the important Exchange services (Information Store, MTA, Internet Mail Service, etc.) are running on all servers. Take immediate action to restart services if they stop. Understand the reasons why a service has stopped (for example, exhausting available disk space), and take action to stop the problem happening again in the future.

Flag critical failures immediately

Failures that cause the Information Store, Directory Store, MTA, or a connector to stop are considered critical and warrant immediate intervention. Make sure that system monitoring is able to flag critical failures to appropriate support staff. This may mean mechanisms such as a 24x7 arrangement to page staff.

Collect performance information

Performance data should be collected on a regular basis to help plan for future growth in the messaging system. Apart from the raw performance data that can be collected with the Performance Monitor, you should also collect information about the volume of messages that pass through servers and gateways. The message tracking logs are a useful source of data in this respect.

Monitor disk space

Check available disk space on the volumes that host the Exchange databases, transaction logs, IMS work directory, and MTA work directory to ensure that there is enough free space to allow Exchange to create new files or expand existing files. These volumes should never be more than 80% full.

Do not run the DS/IS Consistency Adjuster without reason

The DS/IS Consistency Adjuster is used to fix inconsistencies between the Information and Directory stores. However, there are many side-effects of fixing apparent inconsistencies that administrators need to be aware of before they run this utility.

Do not remove Directory Replication Connectors without reason

Directory Replication Connectors facilitate the interchange of directory information between Exchange sites. Removing a DRC will force sites to flush details of every object in the sites accessed through the DRC. 

Conduct a regular disaster recovery exercise

Every six months or so, conduct a disaster recovery exercise to test the capability of system administrators and operators to recover a server and its data from a catastrophic hardware or environmental failure. Fix any problems discovered and publish the results, including details of how long it took for each step in the recovery to be accomplished.

Never install without testing

Never install a new version of Exchange, Windows NT, an application, or a service pack without testing it first.

Use the same version of Exchange throughout

Exchange uses different protocols (MAPI, RPC, SMTP, X.400) to connect servers together. While different versions of Exchange are happy to communicate together across a common protocol, it’s best to use the same version of Exchange everywhere. Also, if system administrators are running the Exchange administration program on Windows NT workstations, make sure that they upgrade this program after the server upgrade is complete.

Be familiar with the Exchange Resource Kit

The Exchange Resource Kit contains many useful tools. Administrators should be familiar with the tools so that they can elect whether or not to use them within a deployment. Microsoft PSS does not support the tools in the kit, so be prepared to do some troubleshooting before the tools function as expected in any customer environment. The Windows NT Resource Kit also contains many useful tools, and is another weapon in an administrator’s armory.

Have documented escalation procedures

Establish procedures for users to report problems to the help desk and know how the support staff processes the resulting job tickets. Identify how problems can be escalated to Microsoft PSS and how hot fixes are tested before they are put into production. Every customer should have a support contract. Consultants are not online human support centers.

Interoperability

Use X.400 1988 instead of 1984

If communicating with other X.400 email systems, use X.400 1988 instead of X.400 1984 whenever possible. The 1988 recommendations support a wider range of features and permit a much richer degree of interoperability between Exchange and other email systems.

An accurate directory is important

If synchronization is not possible across a standard Exchange connector, use tools like LDSU to synchronize the Exchange directory with the directories of other email systems. Make sure that the directory is accurate (the goal is to have less than 1% inaccurate or missing entries) and that synchronization is performed on a regular schedule.

Security

Use NT Challenge/Response

Clients can authenticate themselves in different ways. The NT Challenge/Response mechanism is the most secure and should be used if at all possible. Note that challenge/response is only supported for web browsers if IIS and Exchange run on the same server.

Consider RPC encryption for MAPI clients

By default, MAPI clients do not encrypt the RPCs used to communicate with Exchange. Turning on encryption adds a small overhead, but increases the level of secure communication between client and server. SSL can be used to achieve similar protection for IMAP4, POP3, and web clients.

Access through a firewall

Clients are able to access Exchange through a firewall. However, registry settings must be changed to instruct Exchange to use fixed ports. Details of how to make the necessary changes are available in the Microsoft Knowledge Base.

Distribution Lists

Restrict access to global distribution lists

Restrict the number of mailboxes that have permission to manage global distribution lists. Do not allow distribution lists to be created without good reason, and encourage users to create personal distribution lists if they need.

Use distribution lists to secure access to public folders

A distribution list is the easiest way to determine and manage the access control to public folders. It’s much easier to manage a list than to grant individual access to a collection of mailboxes.
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