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Preface

Overview

Purpose of This Manual

This manual provides instructions for configuring, monitoring, and managing the
Digital VNswitch 900 series of modules.

Intended Audience

This manual is intended for persons who install, configure, and manage computer
networks. Although experience with computer networking hardware and software is
helpful, you do not need programming experience to configure, monitor, and manage
VNswitch modules.

XV



Organization

Organization

XVi

This manual is organized as follows:

Section

Description

Chapter 1

Chapter 2

Chapter 3

Chapter 4

Chapter 5

Chapter 6

Chapter 7

Chapter 8

Provides general information about the
VNswitch 900 Series of products and an
overview of what your responsibilities are as a
VNswitch administrator. This chapter also
provides an introduction to concepts and
terminology with which you should be
familiar.

Describes operational basics that are common
to many of the configuration and management
tasks described throughout the book.

Provides instructions about assigning login
permission and security levels to users who are
to manage a VNswitch module.

Provides information about how to manage
and monitor functions that affect switchwide
operation.

Provides instructions about how to reconfigure
Ethernet, Fast Ethernet, FDDI, ATM, and
VNbus interface default settings to maximize
network performance, and to accommodate
requirements unique to your network
environment.

Provides information about how to monitor
Ethernet, Fast Ethernet, FDDI, and ATM
network interfaces.

Provides information about how to configure
the transparent bridge and how to display
information about the current configuration.

Provides information about how to monitor the
transparent bridge and how to configure static
addresses. Monitoring includes the ability to
display specific information about operational
states, activity counters, and various bridge
configuration settings.
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Section

Description

Chapter 9

Chapter 10

Chapter 11

Chapter 12

Appendix A

Appendix B

Describes how to create, modify, and delete
Virtual LANs (VLANS).

Describes maintenance procedures you may
need to perform periodically, and those that
you may need to perform regularly.

Provides information about how to configure
an event log to record specific types of
operational events and errors and to eliminate
others, depending on the level of detail you
require.

Describes how to configure the VNswitch
module so you can manage the module from a
remote device.

Discusses local and remote console session
management tasks that may be of interest to
advanced VNswitch module users.

Lists the factory default settings that are used
when the switch is first installed. You may
need to alter default settings to maximize
network performance, to enable special
functions such as Virtual Local Area Networks
(VLANSs), and to set IP addresses for remote
management.
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The following documents provide information relating to the module. To order any of
the following documents, refer to the directions in How to Order Additional
Documentation.

Title and Order Number Description

VNswitch 900 Series Technical Provides a technical overview of the
Overview VNswitch 900 family of high-density

) " switching products. It also includes product
AA-R2LC*TE specifications and ordering information.

VNswitch 900EE Installation Describes the VNswitch 900EE module,

and Configuration including features, installation, and
EK-DVNEE-IN configuration information.

VNswitch 900EX Installation Describes the VNswitch 900EX module,
and Configuration including features, installation, and
EK-DVNEX-IN configuration information.

VNswitch 900EF Installation Describes the VNswitch 900EF module,
and Configuration including features, installation, and
EK-DVNEF-IN configuration information.

VNswitch 900EA Installation Describes the VNswitch 900EA module,
and Configuration including features, installation, and
EK-DVNEA-IN configuration information.

ATM Modular PHY Cards Provides installation and operating
Installation guidelines for installing, verifying, and

removing modular PHY cards. Describes
cabling and LED information.

DEChub 900 MultiSwitch Provides installation, use, security, and

Owner's Manual troubleshooting information for the DEChub

DEChub ONE Installation Provides installation and operation

EK-DEHU2-IN guidelines for standalone module
configuration, including mounting options
and cabling.



Associated Documents

Title and Order Number

Description

DEChub ONE-MX Installation
EK-DEF1H-IN

clearVISN Installation

clearVISN Overview

clearVISN User’s Guide

OPEN DECconnect
Applications Guide

Event Logging System
Messages Guide

Bridge and Extended LAN
Reference

Provides installation and operation
guidelines for standalone module
configuration, including mounting options
and cabling.

Provides pre- and post-installation
information, as well as actual installation
procedures for each application.

Provides an overview of clearVISN, an
explanation of each application, and
descriptions of all concepts necessary to
understand and use the application
efficiently.

Provides information for starting each
application, configuring them, and general
use information.

Provides information to help plan and install
networking systems based on Digital's OPEN
DECconnect System and networking
products.

Describes messages logged by the Event
Logging System.

Describes how bridges are used to create
extended local area networks (LANS). The
descriptions include the use of bridges in
extended LAN configurations, information
on LAN interconnections, overall bridge
operation, spanning tree, bridge
management, and solving bridge-related
problems in a network.

Note: The * symbol represents the revision of the manual.
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This manual uses the following conventions:

Convention Description
Special Type This special type in examples indicates system output.
Boldface Boldface type indicates user input.

Boldface ltalics

Boldface
underscore

Return

Ctrl/keystroke

Boldface type in italics indicates variables for which the
user or the system supplies a value

Underscored boldface characters indicate the least number
of characters you must enter to identify a command. The
underscored characters are referred to as command
shortcuts. For example, the commands for listing uséisd is
users and can be enteredlas Similarly, the command for
viewing error statistics igrror and can be entered as

Indicates that you should press the Return key.

Indicates you should press the key specifiettdystroke
while holding down the Control key. For example, Ctrl/P
indicates you should press the P key while holding down
the Control key.
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Correspondence

Documentation Comments

If you have comments or suggestions about this document, send them to the Network
Products Business Organization.

Attn.: Documentation Project Manager

E-MAIL: doc_quality@lkg.mts.dec.com

Online Services
To locate product-specific information, refer to the following online services:

BBS To read the Bulletin Board System, set your modem to 8 bits, no parity, 1 stop bit, and
dial 508-486-5777 (U.S.).
WWWwW The Digital Equipment Corporation Network Products Business Home Page on the

World Wide Web is located at the following addresses:

North America: http://www.networks.digital.com
Europe: http://www.networks.europe.digital.com
Australia: http://www.digital.com.au/networks
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How to Order Additional Documentation

To order additional documentation, use the following information:

To Order:

Contact:

By Telephone

Electronically
(USA only)

By Mail
(USA and
Puerto Rico)

By Mail
(Canada)

Internationally

Internally

USA (except Alaska, New Hampshire, and Hawaii):
1-800-DIGITAL (1-800-344-4825)
Alaska, New Hampshire, and Hawaii: 1-603-884-6660
Canada: 1-800-267-6215

Dial 1-800-DEC-DEMO
(For assistance, call 1-800-DIGITAL)

DIGITAL EQUIPMENT CORPORATION

P.O. Box CS2008

Nashua, New Hampshire 03061

(Place prepaid orders from Puerto Rico with the local Digital
subsidiary: 809-754-7575)

DIGITAL EQUIPMENT of CANADA LTD.
940 Belfast Road

Ottawa, Ontario, Canada K1G 4C2

Attn.: A&SG Business Manager

DIGITAL EQUIPMENT CORPORATION
Attn.: A&SG Business Manager
c/o local Digital subsidiary or approved distributor

U.S. Software Supply Business (SSB)
DIGITAL EQUIPMENT CORPORATION
8 Cotton Road

Nashua, New Hampshire 03063




Chapter 1

Introduction

Overview

Introduction

This chapter provides general information about the VNswitch 900 series of products
and an overview of what your responsibilities are as a VNswitch administrator. This
chapter also provides an introduction to concepts and terminology with which you
should be familiar.

In This Chapter

The following topics are covered in this chapter:

Topic Page
VNswitch 900 Series 1-2
Concepts and Terminology 1-3
Overview of Your Responsibilities 1-17
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VNswitch 900 Series

VNswitch 900 Series

The VNswitch 900 series is composed of the following modules:

1-2 Introduction

Model

Description

VNswitch 900EE

VNswitch 900EX

VNswitch 900EF

VNswitch 900EA

An Ethernet to Ethernet module that includes
24 Ethernet physical interfaces

An Ethernet to Fast Ethernet module that
provides 12 Ethernet physical interfaces and 2
independent Fast Ethernet physical interfaces

An Ethernetto Fiber Distributed Data Interface
(FDDI) module that provides 12 Ethernet
physical interfaces and 1 FDDI physical
interface pair

An Ethernet to Asynchronous Transmission
Mode (ATM) module that provides 12
Ethernet physical interfaces. It also provides
up to 16 ATM logical interfaces over 1
physical OC-3 ATM interface.

The VNswitch family supports transparent bridging and can be installed either as a
standalone unitin a DEChub ONE docking station, or as one of up to eight modules in

a DEChub 900 MultiSwitch. VNswitch modules also provide VLAN support across
the DEChub 900 backplane via the 400Mb/s VNbus and over ATM links.
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Concepts and Terminology

This section presents basic VNswitch module concepts and terminology with which
you should become familiar. Refer to ¥ switch 900 Series Technical Overview
a more detailed discussion about specific concepts and terms.

Bridge Plug and Play

The VNswitch family of modules features plug-and-play operation. Once installed, a
VNswitch module begins handling network traffic and running transparent bridging on
each interface, by default. You may need to alter default settings to maximize network
performance, to enable special functions such as Virtual Local Area Networks
(VLANS), and to set IP addresses for remote management.

The default settings used at installation are listed in Appendix B. The default setting
for each configurable parameter is also given when that parameter is discussed in the
following chapters.

Switch Console Sessions

You configure, monitor, and manage a VNswitch module by establishing either a local
or remote console session with the module.

Local Sessions

A local session is established by connecting a terminal (a workstation or PC running
terminal emulation, for example) directly to the setup port of a DEChub 900
MultiSwitch or a DEChub ONE docking station and selecting Go to Local Console
from the setup menu. Local sessions are used to configure and manage only those
modules on the hub to which the workstation or PC is attached.

Remote Sessions

A remote session is established by running Telnet on a remote system and entering the
VNswitch module’s IP Host Services IP address or the IP address of the switch’s Out
of Band Management (OBM) port. The Telnet client program can be run on a
workstation, a PC, or a terminal server, for example. A maximum of two remote
sessions can be established with a switch at the same time.

Requirements for Upgrades and Initial Configuration

A local console session is required for initial configuration of the switch software, and
may be required when upgrading to a new version. A remote session can be established
with a module after initial configuration if TCP/IP Host Services is enabled.
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Transparent Bridging

VNswitch modules support transparent bridging. Transparent bridging is the ability of
the switch to automatically “learn” the network addresses and locations of other
network devices. The switch organizes the addresses in bridge tables in such a way that
it is able to determine on whiswitch port he device is located. Transparent bridges

are also referred to dearninc or adaptive bridges

Understanding Network Interfaces and Ports

VNswitch module architectural design applies different definitions to the terms
interface andport. The design further distinguishamongfour types of interfac:
physical, logicalVSD logica, and TCP/IP Host Services logi. Because the
command line interface is not a graphical interface, the numbering scheme used to
identify interfaces and ports is also different.

Physical Interface

1-4 Introduction

A physical interface is the physical point on the module to which a network
transmission medium (cable or fiber, for example) is connected. Physical interfaces on
VNswitch module: include Ethernet, Fast Ethernet, FDDI, ATM, and VN Jus.

Ethernet, Fast Ethernet, FDDI, and ATM physical interface«dentified by a unique
numbe adjacent to each interfe on the module’s front pan The VNbus physical
interface is located on the module’s back panel. The VNbus interface number (0) is
imprinted adjacent to the VNbus Light Emitting Diodes (LEDs) at the top of the front
panel. (Refer to your module’s installation and configuration documentation to
determine the exact location of these LEDs.) Figur shows the physical interfaces

on the front panel of a VNswitch 900EA module.
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Figure 1-1: Physical Interfaces
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Logical Interface

Bridge Port

1-6 Introduction

A logical interface is an abstract connection point, within the system’s software,
between a physical interface and a bridge port. Ethernet, Fast Ethernet, and FDDI
physical interfaces are each associated with one logical interface. An ATM physical
interface is associated with 1 to 16 logical interfaces, each of which is the connection
point to either an ATM emulated LAN (ELAN), or an ATM bridge tunnel. Each

logical interface on a switch is identified by a unique number. Figure 1-2 shows
examples of logical interfaces on a VNswitch 900EA module.

A bridge port is an abstract connection point, within the system’s software, to a
transparent bridge. The transparent bridge forwards data to, or receives data from,
bridge ports, based on the MAC address associated with the data. Each bridge port on
a switch is identified by a unique number. The port number has a value that is one
higher than that of the logical interface with which it is associated. Figure 1-2 shows a
VNswitch 900EA module that includes two ports from two Ethernet interfaces, one
port from an ELAN interface, and one port from an ATM bridge tunnel interface.
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Figure 1-2: Logical Interfaces and Bridge Ports
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VLANs and VLAN Secure Domains

1-8 Introduction

A VLAN is a group of bridge ports logically linked to define a LAN on one or more
hubs. This network configuration scheme enables you to configure a set of devices so
they logically appear to be on the same LAN segment, although they may be physically
on different segments.

A VLAN Secure Domain (VSD) is a logical set of one or more VLANS that operates
with one spanning tree. A VLAN consists of a set of distinct bridge ports. Each set of
bridge ports is isolated from other ports on the same switch by blocking all unicast and
multicast traffic between VSDs. VNswitch modules presently support one VLAN per
VSD, but the VSD concept provides for expanded support of multiple VLANSs within

a single VSD.

In most respects, each VSD operates as a separate logical bridge within the module.
For example, a separate instance of the spanning tree protocol is run on each VSD.

Note

A VLAN is currently equivalent to a VSD because the present implementation
supports one VLAN per VSD.

Refer to Chapter 9 for more information about VLANs and VSDs.



Concepts and Terminology

VLAN Logical | nterface

A VLAN logical interface is an abstract connection betweVLAN and ¢ router,
enabling you to connect multipVLANSs through thi router (VNswitch routing isa
separately priced optic) Figure 1-: shows examples VLAN logical interfaces on
a VNswitch90CEA module.

Figure 1-3: VLAN Logical Interfaces
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TCP/IP Host Services Logical Interface

A TCP/IP Host Services logical interface is an abstract connection between a VLAN
and TCP/IP Host Services. Figure 1-4 shows examples of VLAN logical interfaces on
a VNswitch 900EA module.

Figure 1-4: TCP/IP Host Services Logical Interface
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Interface and Bridge Port Numbering Scheme

Each physical and logical interface is assigned an interface number. For Ethernet, Fast
Ethernet, and FDDI interfaces, the physical interface number printed on the module’s
front panel is the same as the logical interface number. For an ATM interface, the
physical interface number (13) is the same as only 1 of the 16 ATM logical interface
numbers (13 through 28). The VNbus interface, located on the module’s back panel, is
assigned a physical and logical interface number of 0. The VNbus interface number (0)
is imprinted adjacent to the VNbus LEDs at the top of the front panel.

A bridge port number has a value that is one higher than the that of its associated
logical interface. For example, FDDI logical interface number 13 is associated with
FDDI bridge port number 14. Similarly, ATM logical interface number 15 has a bridge
port number of 16, and so on. Refer to Figure 1-2 for an example of interface and port
numbering schemes.

User Interface

You configure, monitor, and manage VNswitch modules using a command line
interface (CLI). You can access the CLI through either a local or remote console
session.

Note

You can also configure, monitor, and manage VNswitch modules through a
graphical interface if you install a MIB-based management system such as
MultiChassis Manager (optional), a component of Digital’s clearVISN network
management product. Refer to the documentation accompanying your MIB-based
management system for additional information.

The remaining chapters in this manual describe what commands you enter at the CLI
to perform specific tasks. The initial steps for most of those tasks involve accessing a
CLI prompt or an event log.
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VNswitch software is conrised d four component: Three of the foucomponents

have unique prompt# or +, for example) that indicate to you whisoftware
component ou are using at any given time. To perform a specific task, you must first
access thprompt issociated with the task you want to perform. The following is a list
of the VNswitchcomponents and promg and a description of ea:ch

Component/ Prompt Description

Main/* You access thicomponento perform certain
backuy, upgrade and restoration tasks, to
manage console sessions, to restart the switch,
or to display nonconfigurable information
about the switch. This includes, for example,
checking the switch’s random access memory.

The Mainprompt s also used to access all
lower level prompts.

ConfigiConfig> This components used to configure
parameters that apply to the entire sw, tch
rather than to a specific interface or |. These
include, for example, adding users who can
manage the switch, and enabling or disabling
prompting for ID and password.

The Configprompt s also used to access lower
level prompts that enable you to configure
parameters associated with switch interf, ces
protocols and ports.

Monitor/+ Thiscomponents used to monitor parameters
that apply to the entire switch, rather than to a
specific interface or port. These include, for
example, displaying a list of users who can
manage the switch, and determinwhether
prompting for ID and passwors enabled.

The Monitorprompt s also used to access
lower level prompts that enable you to monitor
parameters associated with switch interf, ces
protocols and ports.

Events/No prompt This components used to view messages
logged to the Event Logging System (ELS),
including corrective actions for error
messages.
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Instructions about how to access prompts are presented in Chapter 2. Instructions about
how to access lower level prompts within each component are presented in the relevant
chapters in this manual. Refer to Chapter 11 for information about how to display the

event log.

Auto-Prompts

The VNswitch CLI enables you to perform certain tasks either by entering commands
and parameter variables as a string, or by responding to instructional prompts that walk
you through each item you must enter. Instructions about how to use auto-prompts are

presented in Chapter 2.

Types of Switch Memory

Concepts and Terminology

VNswitch modules store data in the following two types of random access memory

(RAM):
Type of RAM Description
Volatile RAM Volatile RAM is used to store parameters you

Nonvolatile RAM (NVRAM)

enter from the Monitor prompt. It is also used
to store various buffers, and information such
as network addresses learned by the switch,
and static address entries entered by you or
another network manager. (Refer to the
Address Types section for information about
the types of addresses stored in Volatile
RAM.)

Information stored in volatile RAM is lost
when the switch is powered down or restarted.

NVRAM is used to store parameters you
configure from the Config prompt. It is also
used to store the switch’s executable software
(also known as the boot or image file). User-
configured parameters may include network
addresses, referred to as permanent address
entries. (Refer to the Address Types section for
information about the types of addresses stored
in NVRAM.)

The configuration database and image remain
intact when the switch is powered down or
power is lost. Refer to Chapter 10 for
information about backup and restore.

Introduction 1-13



Concepts and Terminology

Configuration Commands Requiring Restart

Some of the commands you use to specify or change configuration settings on the
VNswitch module require that you restart the module for the changes to take effect.
The procedures described in this manual indicate when a restart is required. If the
procedure does not indicate a restart is required, the configuration parameter you
specify takes affect immediately. This is sometimes referred to as dynamic
configuration.

In general, the configuration parameters you specify from the Config prompt, or lower
level prompts under the Config prompt, do require a restart to take effect. After the
module is restarted, the new parameters are stored in NVRAM. Some configuration
parameters you specify from the Config prompt, however, are dynamic and do not
require a restart. They are stored in NVRAM immediately. All parameters configured
from the Config prompt, once stored in NVRAM, survive restarts and loss of power.

The configuration parameters you specify from the Monitor prompt, or lower level
prompts under the Monitor prompt, are dynamic. These settings are stored in volatile
memory and, therefore, are lost when there is a power outage or the module is
restarted.

Address Types

1-14 Introduction

The MAC address of network devices can be added to bridge tables automatically
through bridge learning, manually by you or another network manager, or by one or
more network devices. Table 1-1 describes the different address types and where they
are stored.

Table 1-1: MAC Address Type Descriptions

Address Type Description

Dynamic address A MAC address automatically learned by the
VNswitch module. Dynamic address entries
are stored in volatile RAM and, therefore, do
not survive power cycles or system resets.
Dynamic entries are affected by address aging.

Permanent address A MAC address entered manually by a
network manager from the Config prompt.
Permanent address entries are stored in
NVRAM and, therefore, survive power cycles
or system resets. Permanent entries are not
affected by address aging.
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Address Type

Description

Static address

Reserved address

Registered address

Unknown address

A MAC address entered manually by a
network manager from the Monitor prompt.
Static address entries are stored in volatile
RAM and, therefore, do not survive power
cycles or system resets. Static entries are not
affected by address aging.

A MAC address reserved by the IEEE 802.1d
standard.

A unicast MAC address that belongs to
communications hardware attached to the
module, or a multicast address enabled by
protocol forwarders.

A MAC address that does not fall into any of
the other address type categories listed in this
table.
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System Security

The switch software can, optionally, require users to enter a user name and password
when logging in at a switch console. (Refer to Chapter 3 for information about how to
enable and disable ID and password prompts.) It further distinguishes between the
following three types of users, each of which is associated with a different level of
access privilege to configuration, monitoring, and management functions:

Administrative users — Can access any configuration, monitoring, or management
function, including adding and managing users. Only a user with Administrative
access can change configuration in NVRAM.

Operations users —Can view any network configuration parameter or statistic, run
potentially disruptive tests, dynamically change switch operation by reconfiguring
parameters via volatile RAM, and restart the switch.

Monitor users — Can only view configuration parameters and network statistics.
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Overview of Your Responsibilities

A VNswitch 900 manager is responsible for the following general activities:

Preinstallation planning — As a VNswitch module user, you should be involved in
network design or expansion planning. If you are not closely involved in such planning
activities, you should receive detailed site preparation instructions as well as
instructions about how the various network devices are to be configured. Refer to the
VNswitch 900 Series Technical Overviewbackground information about switching

and bridging concepts, and examples of network configurations that are based on those
concepts. The information in the Technical Overview may be helpful during network
design and planning.

Installing VNswitch modules —Hardware installation documentation is shipped
with each VNswitch 900 module. Refer to the appropriate installation document for
instructions about how to install each module and run diagnostics. The installation
documentation also includes information about hardware requirements such as
supported cabling and connectors.

Connecting the switch console —tocal switch consoles must be connected to the
switching hub after the switch modules are installed. Refer to the appropriate
installation document for instructions about connecting consoles.

Adding and managing users —You can allow other users to access certain
configuration, monitoring, and management functions by adding them to a user list.
You can restrict the types of activities the user can perform by assigning them to one
of three categories of user. You can also change user passwords, disable the ability to
log in from a remote console, and delete users. Refer to Chapter 3 for instructions about
adding and managing users.
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Configuring a switch — VNswitch modules featu bridge pluc-anc-play

configuratior. Once installed, module automatically configures itsewith default
settings, and begins switching and bridging traffic over the network. You may
typically need to alter defatsetting: to maximize network performar, to enable
special functions such as Virtual Local Area Networks (VL#, and to configure
remote manageme. Refer tcChapter ., Chapter 5, Chapter 7, Chapter 9, and Chapter
12 for instructions about the following top, respectivel:

»  Configuring switch-wide parameters

» Configuringinterface and the Address Resolution Protocol (ARP)
»  Configuring transparetr bridging

* Configuring Virtual LANs

«  Configuring remote managem, the Simple Network Management Protocol
(SNMP) and TCP/IP Host Services

Monitoring and managing a switch —You are responsible for ongoing monitoring
and maintenance of VNswit modules once they are operational. Tresponsibilit:’
includes such activities as monitoring traffic collision statistics and error counters, and
backing up switch configurations. Refer to ChapteChapter , Chapter i, Chapter

1C, and Chapter Ifor instructions about the following top, respectively

*  Monitoring switch-wide parameters
e Monitoring interface and the Address Resolution Protocol (ARP)
e Monitoring and managing bridging

« Performing routine maintenance procedures such as backup and res oration,
detecting crashes that may have occurred (followed by automatic rec andy),
upgrading VNswitch software

e Monitoring remote management, SNMP and TCP/IP Host Services



Chapter 2

Operational Basics

Overview

Introduction

This chapter describes the basic procedures for working with a VNswitch module.
They are the operational basics that are common to many of the configuration and
management tasks described in the following chapters.

In This Chapter
The following topics are covered in this chapter:

Topic Page
Starting and Terminating Console Sessions 2-2
Accessing CLI Prompts 2-7
Editing Entries on the Command Line 2-8
Exiting a Prompt 2-9
Entering Commands and Command Shortcuts 2-10
Using Auto-Prompts 2-11
Displaying Help 2-13

These topics are common to most of the procedures described throughout this manual
and are frequently referenced by those procedures. For example, you must start a
console session and access a CLI prompt before you begin to configure a network
interface. Similarly, once logged in, you may want to display Help information about
command options you can use.
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Starting and Terminating Console Sessions

You configure, monitor, and manage a VNswitch module by establishing either a local
or remote console session with a module.

Local sessions are used to configure and manage only those modules on the hub to
which the terminal is attached. A local session is established by connecting a terminal
directly to the setup port of a DEChub 900 MultiSwitch or a DEChub ONE docking
station and selecting Go to Local Console from the setup menu. Remote sessions are
used to configure and manage any module on the network. Remote sessions are
established by running Telnet on a remote system and connecting through any of the
following interfaces:

e The OBM port on the hub
e The AUI port (DEChub ONE docking station only)

« Any VNswitch module network interface (Ethernet, Fast Ethernet, FDDI, ATM
ELAN, ATM Bridge Tunnel, or the VNbus)

The setup port and the OBM port provide out-of-band management. Access through
the AUI port or through a network interface provides in-band management. In-band
management cannot be used when the network is down, and can use up a portion of the
network’s bandwidth. Out-of-band management remains operational when the
network is down and does not affect bandwidth. In-band management traffic is subject
to bridge and VLAN filters. Out-of-band management is not subject to bridge and
VLAN filters. Refer to Chapter 9 for additional information about VLANSs.

The following instructions about starting and terminating sessions assume your
terminal is already physically connected and configured for access to VNswitch
modules. Refer to the VNswitch module installation and configuration documentation
for information about installing devices to connect to a setup, OBM, or AUI port. Refer
to Chapter 12 of this document for information about how to configure the VNswitch
module for Telnet, OBM, and AUI connections.
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Starting and Terminating Local Sessions
To start a local console session throu setup poi, perform the following steps:

Step

Action

1

Turn on the power to your terminal. If your terminal is attached to a
DEChub ONEa nent similar to the on shown inFigure 2-:is
displayed. If your terminal is attached to a DEChub 900, the menu
shown inFigure 2-:is displayed.

If your terminal is connected to a DEChub ONE, go to step 4.

If your terminal is connected to a DEChub 900, €9 (Start Redirect
Mode), and press Return. You are prompted for the number of the slot
that contains the switch module with which you want to establish a
session.

Enter the number of the slot that contains the module with which you
want to establish a session, then press ReA menu similar to the one
shown inFigure 2-:is displayed.

Enrter5 (Go to Local Console) and press Return. A Local Console
session is established and the Main Process pre*) is displaye.

Note: If ID and password prompting is enabled by the switch
administrator, you are prompted for your ID and password before the
Main Process prompt is displayed.
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To terminate a console session, efdgout at the Main prompt*() and press Return.

If you are connected to a DEChub 900, a message is displayed indicating that your
terminal is disconnected from the module. Press Return to redisplay the main
installation menu (Figure 2-2). If you are connected to a DEChub ONE, the installation
menu shown in Figure 2-1 is displayed.

Figure 2-1: VNswitch 900EA Installation Menu

KVNswitch 900EA \

INSTALLATION MENU

[1] Reset with Factory Defaults
[2] Reset with Current Settings
[3] Show Current Settings

[4] Configure IP

[5] Go to Local Console

\ Enter selection: J
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Figure 2-2: DEChub 900 Installation Menu

GEChub 900 MultiSwitch

~

DEChub 900 MultiSwitch INSTALLATION MENU

[1] Reset with Factory Defaults
[2] Reset with Current Settings
[3] Show Current Settings

[4] Configure IP

[5] Dump Error Log

[6] Downline Upgrade

[7] Configure Out-of-Band Port
[8] Start Event Display Mode
[9] Start Redirect Mode

[10] Product-Specific Options

Enter selection number:
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Starting and Terminating Remote Sessions

Remote console sessions can be established only after configuring the appropriate
network connections. Refer to Chapter 12 for information about how to do so. A
maximum of two remote sessions can be established with a switch at the same time.

To start i sessiot from a remote device (workstation, PC, or terminal server, for
example) to the modulhrough an OBM port, AUI port, @ module’ network
interface perform the following steps:

Step

Action

1

Access theoperating system prompt from your terminal.

Note: If you are running gocal sessic through th: setup poi of a hub,
you cal alscaccess the Main prorr and run Telnet on the mod. This
enables you to establish a remote se: from one VNswitc module to
anothe:

Entertelnet ip-addres;, where¢ ip-addres is one of the following
addresses:

» The OBM-IP address for the module you want to access.

« The IP address of the module you want to access, if attempting to do
so througl a module’s network interface (Ethernet, Fast Ethernet,
FDDI, or ATM) or the AUI port ona CEChub ONE.

Refer to Chapter 12 for information about how to determine the IP
address of an OB port and the module’s IP address.

Press Return. TI Main prompt *) of the remote VNswitc moduleis
displayed.

Note: If ID and password prompting is enabled by the switch
administrator, you are prompted for your ID and password before the
Main Process prompt is displayed.

To terminate a console session, elogcut at the Main Process prom[*) and press
Return. Theoperating system prompt is displayed.
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Accessing CLI Prompts

The initial steps for most of the tasks discussed throughout this manual involve
accessing the CLI prompts (Main, Config, and Monitor) and the event log introduced
in Chapter 1. Instructions about how to access the prompts are presented here, rather
than repeating them for each task covered later in this manual.

Only one user at a time can access these prompts or the log. If another user attempts to
access the same prompt you are currently using, the me3sagat Process

has been Redirected is displayed and you are returned to the Main profpt (

If, for example, you access the Monitor prompt from the Main prompt and another user
then accesses the Monitor prompt, the mes€ageent Process has been

Redirected is displayed and you are returned to the Main prompt. The user who
accessed the prompt you were using receives all redirected output from those tasks you
initiated, but that did not yet display on your screen. Any task you initiated is
completed unless the user to whom the output is redirected cancels it.

Accessing the Main Prompt

The Main promptX) is automatically displayed each time you start a console session.
(Refer to the Starting and Terminating Console Sessions section.)

Accessing the Config Prompt
To access the Config prompt, perform the following steps:

Step Action

1 At the Main prompt¥), enterConfig.
2 Press Return. The Config prom@dnfig> ) is displayed.
3 If the prompt is not displayed, press Return a second time.

Accessing the Monitor Prompt
To access the Monitor prompt, perform the following steps:

Step Action

1 At the Main prompt¥), enterMonitor.
2 Press Return. The Monitor promp{) (s displayed.
3 If the prompt is not displayed, press Return a second time.
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Editing Entries on the Command Line

Use the Backspace key to delete the last character typed on the command line. Use
Ctrl/U to delete all the characters entered on the command line, allowing you to reenter
a command.

You can also use the command line recall feature on a video terminal (VT) or VT
emulator, if the bit setting used to define characters is set to 7. Command line recall
enables you to use the up and down arrows on your keyboard to redisplay commands
previously entered. The up arrow displays successively earlier command line entries.
The down arrow displays more recent entries.
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Exiting a Prompt

The Config promptQonfig> ) and the Monitor promptH) are accessed from the
Main prompt ). Tasks you may want to perform using these prompts typically
require that you access lower level prompts before you can enter the appropriate
commands.

To exit any lower level prompt and return to the next higher level prompt,eiter
and press Return. To return to the Config or Monitor prompt from any lower level
prompt, enteexit and press Return repeatedly until the Config or Monitor prompt is
displayed.

To return to the Main prompt from any lower level prompt, press Ctrl/P (the default
intercept character). If you use Ctrl/P to skip two or more lower-level prompts and
jump to the Main prompt directly, the next time you access either the Config or
Monitor prompt, you are returned directly to that lower level prompt from which you
previously exited. This can be convenient if you are performing a task at some lower
level prompt unde€onfig> , for example, and to move back and forth from that
prompt level to the Monitor prompt.

The Ctrl/P key combination is called the intercept character. You can change the
intercept character, if necessary. (Refer to the Changing the Intercept Character section
for instructions.)

Changing the Intercept Character

The intercept character is used to return to the Main prompt from another prompt. The
default intercept character is Ctrl/P. To change the intercept character, perform the
following steps:

Step Action

1 At the Main prompt, enténtercept

2 Press Return. The following message is displayed:
Control character to use as intercept character:

3 Enter the desired character {or example). The following message is
displayed:
Intercept character is now control-X
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Entering Commands and Command Shortcuts

You perform tasks by entering commands at a CLI prompt. For example, if you want
to view a list of all users, you must access the Config pro8ufig> ) and enter

list users Similarly, if you want to view error statistics for the network, you access the
Monitor prompt ¢) and enteerror .

Most tasks can also be initiated by entering only part of a command as a shortcut, rather
than entering the whole command. In the following chapters, that portion of the
command that can be entered as a shortcut is indicated with an underscore. For
example, the commands for listing users is showlistgsers and can be entered at

the Config prompt alsu. Similarly, the command for viewing error statistics is shown
aserror and can be entered at the Monitor prompgras
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Using Auto-Prompts

You can perform certain tasks either by entering commands and parameter variables
as a string, or by responding to instructional prompts that walk you through each item
you must enter.

Examples

To back up a switch’s configuration database by entering the command and variables
as a string, you enter a string similar to the following example:

Boot config>  tftp put config 11.22.33.44 /usr/local/tftp/switch11.cfg

Alternatively, to back up a switch’s configuration database in response to auto-
prompts, you perform the following steps:

Step Action

1 At the Boot config prompt, entdftp put .

2 Press Return. The following message is displayed:
local filename [CONFIG]?
CONFIG is the default file name. It cannot be changed.

3 Press Return. The following message is displayed:
remote host [0.0.0.0]?

4 Enter the IP address of the host to which you want to copy the
configuration database. The defalit).0.0 ) is an invalid address,
and is meant only to show the format of the address.

5 Press Return. The following message is displayed:
host filename [0B070706.cfg]?

6 Enter the path, followed by a unique file name, to identify the location
on the remote system where you want to back up the configuration
database. The defaultd8070706.cfg . It is recommended that you
give the file a name that is descriptive of the switch from which it
originates. By doing so, you should more easily be able to distinguish
between backup files derived from multiple modules.

Example: /usr/local/tftp/switch11.cfg

7 Press Return. The following message is displayed when the transfer is
completed:
TFTP transfer complete, status: OK

Operational Basics 2-11



Using Auto-Prompts

Note

Auto-prompts are not supported for all VNswitch commands.
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Displaying Help

You can obtain help at any of the VNswitch prompts (Main, Config, or Monitor) and
at most of the lower level promp®Br{dge Config> , VSD Config> , and so on)

by entering?, followed by pressing Return. Help is displayed as a list of the commands
available at that prompt level. U8¢Help) to list the commands that are available
from the current prompt level. You can also efftafter a specific command name to
list its options.

Operational Basics 2-13






Chapter 3

Adding and Managing Users

Overview

Introduction

This chapter provides instructions about assigning login permission and security levels
to users who are to manage a VNswitch module.

Users who are assigned administrative permission control access to switch
configuration and monitoring tasks. In addition, a user with any of the three security
levels (administrative, operations, or monitor) can display a list of users and change
their own password.

Caution

Login IDs and passwords are not required at installation. You can, however,
configure the VNswitch module to require users to enter a login ID and password.
Refer to the Enabling and Disabling Prompting for ID and Password section for
additional information.

In This Chapter

The following topics are covered in this chapter:

Topic Page
Adding Users 3-2
Displaying a List of All Users 3-4
Changing a User's Name, Password, and Security Level 3-5
Enabling and Disabling Prompting for ID and Password 3-8
Deleting Users 3-9
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Adding Users

If a VNswitch administrator enables prompting for ID and password, an individual
cannot access switch configuration and management functions unless the user's name
is added to a user list, assigned a password, and given one of three security levels
(administrative, operations, or monitor). Refer to the Enabling and Disabling
Prompting for ID and Password section for information about requiring the entry of an
ID and password. Refer to Chapter 1 for a description of the three security levels and
the access privileges that each provides.

To add an individual to the user list, perform the following steps:

Step

Action

1
2

At the Config promptConfig> ), enteradd user.

Press Return. The following message is displayed:

Enter user name: []?

Enter the name of the uséidry , for example). The name can be a
maximum of eight characters and is case sensitive. Spaces are permitted.
If the maximum of eight characters is exceeded, the entry is truncated.
Press Return. The following message is displayed:

Password:

Enter a password for the user. The password can be a maximum of eight
characters and is case sensitive.

Press Return. The following message is displayed:

Enter password again:

Reenter the password you entered in step 5 to confirm that it is correct.

Press Return. The following message is displayed:
Enter permission: (A)dmin, (O)perations, or (M)onitor [A]?

Enter either a\, anO, or anM (for administrative, operations, or
monitor, respectively) to designate one of the three possible permission
levels you can assign. (Refer to Chapter 1 for a description of the three
security levels and the access privileges that each provides.)
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Step Action

10 Press Return.
The following message and the Config prompt are displayed:
User 'Mary' has been added

If prompting for ID and password mode (enable or disable console log-
in) was changed prior to this procedure, a notification message to this
effect is also displayed.

Note

You cannot enable ID and password prompting unless at least one user having
administrative permission is added to the user list on the module you are
configuring. The messag®/arning: Console login is disabled

untilan administrative useris added , is displayed if you attempt

to enable password prompting on a module for which there is no administrative
user. Refer to the Enabling and Disabling Prompting for ID and Password section
for additional information.
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Displaying a List of All Users

You can display a list of all users, including the security (permission) levels to which
they are assigned.

To view the list of users, perform the following steps:

Step Action

1 At the Config promptQonfig> ), enterlist users

2 Press Return. A list of users is displayed, including the security

(permission) level to which they are assigned.
Example:

USER PERMISSION
joe Operations
mary Admin

peter Monitor

Console login-prompting is enabled
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Changing a User's Name, Password, and Security Level

You can change the name, password, and security level of another user, or change your
own password.

Changing Your Own Password

You can change your own password, regardless of the security level to which you are
assigned. To change your password, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterchange_gssword

2 Press Return. The following message is displayed:
Enter current password:

3 Enter your current password.
4 Press Return. The following message is displayed:
Password:
5 Enter your new password. The password can be a maximum of eight

characters and is case sensitive.

6 Press Return. The following message is displayed:
Enter password again:
7 Reenter the password you entered in step 5 to confirm that it is entered

correctly. If the confirmation entry does not match the password you
entered in step 5, your old password remains in effect.
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Changing Another User's Password or Security Level

You must be assigned to the administrative security level to change another user's
password or security level. To change another user's password or security level,
perform the following steps:

Step

Action

1
2

10

11

At the Config promptQonfig> ), enterchange_tser.

Press Return. The following message is displayed:
Enter user name: [ ]?

Enter the name of the user whose information you want to change.

Press Return. The following message is displayed:
Change password? (Yes or [N0]):

EnterYesif you want to change the user's password.

EnterNo if you do not want to change the user's passwdods the
default.

Press Return.

If you enteredNo in step 5, the following message is displayed:
Change permission? (Yes or [NO]):

Go to step 11.

If you enteredresin step 5, the following message is displayed:
Password:

Go to step 7.

Enter the user's new password. The password can be a maximum of
eight characters and is case sensitive.

Press Return. The following message is displayed:

Enter password again:

Reenter the password you entered in step 7 to confirm that it is entered
correctly.

Press Return. The following message is displayed:

Change permission? (Yes or [NO]):

EnterYesif you want to change the permission level.
EnterNo if you do not want to change the permission level.
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Step

Action

12

13

14

Press Return.

If you enteredNo, the Config promptGonfig> ) is displayed.

If you enteredres the following message is displayed:

Enter permission: (A)dmin, (O)perations, or (M)onitor [A]?

Enter either a\, anO, or anM (for administrative, operations, or
monitor, respectively) to designate one of the three possible permission

levels you can assign. (Refer to Chapter 1 for a description of the three
security levels and the access privileges that each provides.)

Press Return. The specified changes are made and the Config prompt
(Config> ) is displayed.
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Enabling and Disabling Prompting for ID and Password

You can configure the switch so that users are required to enter an ID and password

before the CLI is displayed. You can also choose to disable ID and password prompts.
If ID and password prompting is disabled, full access to all functions is available to any

individual who logs in. That is, there are no restrictions to access of functions based on
administrative, operations, and monitor privileges. Disabled is the default.

To enable and disable prompting for ID and password, perform the following steps:

Step Action

1 If you want to enable ID and password prompting, at the Config prompt
(Config> ), enterenable console-login-prompting

If you want to disable ID and password prompting, at the Config prompt
(Config> ), enterdisable_onsole-login-prompting

2 Press Return. ID and password prompting is enabled or disabled as
specified.
3 Restart the module for the new setting to take effect.
Note

You cannot enable ID and password prompting unless at least one user having
administrative permission is added to the user list on the module you are
configuring. The messag®/arning: Console login is disabled

untilan administrative useris added , is displayed if you attempt
to enable password prompting on a module for which there is no administrative
user.
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Deleting Users

You can delete individuals from the list of users who have access to switch
configuration and management functions. You must be assigned to the administrative
security level to do so. You can delete users either by deleting one user at a time using
thedelete usercommand, or by deleting all users from the list usingtear users
command.

Deleting a Single User
To delete a single user, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterdelete user.

2 Press Return. The following message is displayed:
Enter user name: [ ]?

3 Enter the nameMary , for example) of the user you want to delete.

4 Press Return. The following message is displayed:
Delete 'Mary'? (Yes or [NO]):

5 EnterYesif you want to delete the user.
EnterNo if you do not want to delete the user.

6 Press Return.

If you enteredres the following message and the Config prompt are
displayed:

User 'Mary' has been deleted
If you enteredNo, the Config prompt is displayed.

Deleting (Clearing) All Users

Deleting all users resets the user list to its factory default, deleting the names,
passwords, and associated security levels of all individuals from the list. You must log
in using a local console after you clear all users. If ID and password prompting
(enabling and disabling remote console login) is currently enabled, the console login
setting is temporarily disabled until a new user with administrative privileges is added.
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To delete all individuals from the list of users, perform the following steps:

Step Action

1 At theConfig> prompt, enteclear user.

2 Press Return. The following message is displayed:
You are about to clear all User configuration
information

Are you sure you want to do this (Yes or [No]):

3 Entery if you want to clear all user configuration information to the
factory default.
Entern if you do not want to clear all user configuration information to
the factory default.

4 Press Return. If you enterggdthe following message and tBenfig>
prompt are displayed:
User configuration cleared

If you enteredh, the following message and the Config prompt
(Config> ) are displayed:

Aborted
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Chapter 4

Configuring and Monitoring Switchwide
Parameters

Overview

Introduction

VNswitch functional components can be divided into those that provide and affect
specific network operations such as transparent bridging and interface-dependent
functions, and those that provide and affect switchwide operation. This chapter
provides information about how to manage and monitor functions that affect switch-
wide operation.

In This Chapter
This chapter discusses the following topics.

Topic Page
Resetting (Clearing) NVRAM to Default Values 4-2
Setting the Session Inactivity Timer 4-5
Assigning a Hostname to the VNswitch Module 4-6
Displaying General Information About the Switch 4-7
Setting and Viewing Clock Time 4-10
Monitoring Switch Memory 4-15
Monitoring Crash Counts and Restart or Reload Data 4-17
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Resetting (Clearing) NVRAM to Default Values

You can reset nonvolatile memory (NVRAM) configuration parameters to their
factory default values for one or all of the following functional components:

Transparent bridging, including VLANs

Backup (installation and dump) file locations
Protocols (ARP, SNMP, and TCP/IP Host Services)
ATM interface configuration settings

Event Logging System (ELS)

Users and passwords

Time of day

You cannot reset Ethernet, Fast Ethernet, and FDDI interface configuration settings to
factory defaults using the CLI. You must use the Reset with Factory Defaults option
from the VNswitch module installation menu. Refer to your VNswitch module
installation and configuration documentation for information about how to do so.

Refer to Appendix B for complete lists of default values for all functional components.

To reset the current configuration parameters for one or all functional components to
their default values, perform the following steps:

Step Action

1

At the Config promptConfig> ), enterclearcommand-optionwhere
command-optionis the command you must enter to specify the
components for which you want to reset defaults. Refer to Table 4-1 for
a list of commands, and for a description of the functional component
for which you reset defaults when you enter the command.
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Step Action
2 Press Return.
If you use either theridge or theall command option, the following
message is displayed:
You are about to clear all Bridge configuration
information
*** WARNING *** This will invoke an automatic
RESTART
Are you sure you want to do this (Yes or [No]):
If you use any of the other command options, the following message is
displayed:
You are about to clear all SNMP configuration
information
Are you sure you want to do this (Yes or [No]):
3 Entery if you want to reset parameters for the specified functional
component to their defaults.
Entern if you want to abort the command.
4 Press Return.

If you are resetting parameters for all functional components or for boot
configurations, the module is automatically restarted and the Main
prompt ¢) is displayed.

If you are resetting parameters for any functional component other than
for all functional components or for boot configurations, the parameters
are reset in memory and the Config pron@aiffig> ) is again

displayed. The operational state of the module may not immediately
reflect a cleared configuration. You should restart the module to ensure
that the changes take effect.
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Table 4-1: Clear Command Options and Descriptions

Command

Description

bridge

boot

user

2

Resets all NVRAM configuration parameters to factory defaults,
such that transparent bridging is run on each port. All static or
permanent address filters, as well as protocol filters are removed.
All ports are reassigned to the default VLAN.

Resets NVRAM parameters for the backup file locations of all
image (installation), configuration, and dump files.

Resets the Address Resolution Protocol.
Resets the SNMP Protocol.

Resets Host Services (HST). IP addresses are removed, disabling
remote management of the switch.

Resets all ATM physical and logical interface settings.

Resets all Event Logging System NVRAM configuration
parameters.

Resets the time of day clock (switchwide parameter).

Resets user access and passwords. If ID and password prompting
(enabling and disabling remote console login) is currently
enabled, the console login setting is temporarily disabled until a
new user with administrative privileges is added. (Refer to
Chapter 3 for information about enabling and disabling

prompting for ID and password.)

Resets NVRAM configuration parameters for most functional
components including transparent bridging, VLANS, protocols,
backup file locations, ATM interface settings, users and
passwords, time of day, and ELS. You cannot reset Ethernet, Fast
Ethernet, and FDDI interface configuration settings to factory
defaults using the CLI. You must use the Reset with Factory
Defaults option from the VNswitch module installation menu.
Refer to your VNswitch module installation and configuration
documentation for information about how to do so.
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Setting the Session Inactivity Timer

You can set the amount of time a local or remote console is inactive before the module
automatically logs out a user. This setting affects only those consoles linked to
modules on which an ID and password is required to log in. (Refer to Chapter 3 for
information about enabling and disabling prompting for ID and password.) The default
setting of O (zero) turns off the inactivity timer, so that an established session remains
active no matter how long a console is inactive.

To set the maximum amount of time a console can remain inactive, perform the
following steps:

Step Action

1 At the Config promptQonfig> ), enterset inactivity-timer .

2 Press Return. The following message is displayed:
Console inactivity timer in minutes [0]?

3 Enter the maximum number of minutes you want a session to remain
inactive before a user is automatically logged out. The value entered
must be a whole number, and must be in the range of 1 through 65535.
The default setting of 0 (zero) turns off the inactivity timer, so that an
established session remains active no matter how long a console is

inactive.
4 Press Return. The value you entered is set.
5 Restart the switch. Refer to Chapter 10 for information about how to

restart the switch.

Example
Config> set inactivity-timer 6
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Assigning a Hostname to the VNswitch Module

You can identify the VNswitch module by assigning it a hostname. The name is used
only for descriptive or informational purposes and does not affect or change the
address of the switch.

To assign a hostname to the switch, perform the following steps:

Step

Action

1
2

At the Config promptConfig> ), enterset hostname

Press Return. The following message is displayed:
What is the new host name []?
Enter a name for the switch. The name can be composed of

alphanumeric characters and can be up to 80 characters long. Spaces are
permitted.

Press Return. The name you specified is assigned to the switch and the
Config> prompt is displayed.

Restart the switch. Refer to Chapter 10 for information about how to
restart the switch.

Example

Config> set hostname Bldg 3-2
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Displaying General Information About the Switch

You can display two reports that include general information about the switch. One
report is accessed from the Config pron@urfig> ), and the other is accessed from
the Monitor prompt<).

Information Displayed from the Config Prompt

The report you display from the Config prom@offig> ) includes the name of the
responsible contact person and the location of the module. It also includes such
switchwide parameters and values as the maximum packet size, whether remote access
using a modem is enabled, and the amount of available configuration memory.

To view general information about the switch from the Config prompt, perform the
following steps:

Step Action

1 At the Config promptQonfig> ), enterlist configuration.

2 Press Return. A report that includes general information about the
switch is displayed.

Example
Config> list configuration

Hostname: [none]

Maximum packet size: [autoconfigured]

Maximum number of global buffers: [autoconfigured]
Logging disposition: detached

Console inactivity timer (minutes): 0

Physical console login prompting: enabled

Modem control: disabled

Contact person for this node: [none]

Location of this node: [none]

Configurable Protocols:

Num Name Protocol

3 ARP Address Resolution

11 SNMP Simple Network Management Protocol
23 Bridge Transparent Bridging

24 HST TCP/IP Host Services

127616 bytes of configuration memory free
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Information Displayed from the Monitor Prompt
The report you display from the Monitor prom+) includes information about switch
interfaces and protoccand he Set-up port aud rat used by local consoles.

To view general information about the switch from the Monitor prompt, perform the
following steps:

Step Action

1 At the Monitor prompt+), enterconfiguration.

2 Press Return. A report that includes general information about the
switch is displayed.

Example

The following is an example of the information displayed for an FDDI module. The
report is divided into three sections. The first section includes switch identification
information and the setup port baud rate used by the local console. Refer to Table 4-2
for a description of the remaining two sections of the report (protocols and interfaces).

+configuration

VNswitch 900EF, 12 Enet 1 FDDI,#1083,SW=V1.0
Hostname: mdt_pe
Console baud rate: 9600

Num Name Protocol

3 ARP Address Resolution

11 SNMP Simple Network Management Protocol
23 BRIDGE Transparent Bridge

24 HST TCP/IP Host Services

14 Interfaces:

Ifc Name MAC/Data-Link Hardware State

0 VNbus/O VNbus-encapsulation VNbus Not present
Eth/0 Ethernet/IEEE 802.3 Ethernet/802.3 Down
Eth/1 Ethernet/IEEE 802.3 Ethernet/802.3 Down
Eth/2 Ethernet/IEEE 802.3 Ethernet/802.3 Down
Eth/3 Ethernet/IEEE 802.3 Ethernet/802.3 Down
Eth/4 Ethernet/IEEE 802.3 Ethernet/802.3 Down
Eth/5 Ethernet/IEEE 802.3 Ethernet/802.3 Down
Eth/6 Ethernet/IEEE 802.3 Ethernet/802.3 Down
Eth/7 Ethernet/IEEE 802.3 Ethernet/802.3 Down
9 Eth/8 Ethernet/IEEE 802.3 Ethernet/802.3 Down
10 Eth/9 Ethernet/IEEE 802.3 Ethernet/802.3 Down
11 Eth/10 Ethernet/IEEE 802.3 Ethernet/802.3 Down
12 Eth/11 Ethernet/IEEE 802.3 Ethernet/802.3 Down
13 FDDI/1 FDDI/IEEE 802.2 FDDI Up

O~NO OO~ WNPR
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Table 4-2: Description of the Configuration Report from the Monitor
Prompt

Information Displayed Description

Num Number associated with the protocol.

Name Protocol’s shortname.

Protocol Full name of the protocol.

Ifc Physical and logical interface number.

Name Interface type (Ethernet, Fast Ethernet, FDDI,

ATM LEC, ATM FDDI Bridge Tunnel, and so
on), followed by a number indicating the
instance within this type. Instance numbering
starts at zero.

MAC/Data Link The type of MAC/data link configured for the
interface.

Hardware Interface hardware type.

State Current state of the interface. The following

states are possible:

 Up— The interface is connected and
operational.

* Dowr — The interface is not operational
and failed self-test.

» Disabled — The interface is either
temporarily or permanently disabled.

* Testing — The interface is in the
process of completing a self-test.

 Not present — Fower-up (restart)
diagnostics detected a fault on the
interface.

Configuring and Monitoring Switchwide Parameters 4-9



Setting and Viewing Clock Time

Setting and Viewing Clock Time

You can set the following time-related parameters for the VNswitch module:

e Current time

« Time zone offset (from GMT)

* Frequency with which the module synchronizes with the time host when using a
Network Time Protocol (NTP) server

You can also view the current settings to verify that they are set as desired.

Setting the Time

You can set the current time on the VNswitch module clock in one of the following

two ways:

e Manually

* Using a Network Time Protocol (NTP) server

Setting the Time Manually

You can set the VNswitch module clock manually, based on the current wall clock
time. To set the time, perform the following steps:

Step

Action

1
2

At the Config promptConfig> ), entertime set

Press Return. The following message is displayed:

year [0]?

Enter the numeric representation for the current year using the full four
digits.

Example: 1996

Press Return. The following message is displayed:

month [0]?

Enter the numeric representation for the current month. Do not use
leading zeros.

Examples: 5(for May) or 11 (for November)

Press Return. The following message is displayed:
date [0]?
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Step Action

7 Enter the current day of the month.
Example: 22

8 Press Return. The following message is displayed:
hour [0]?

9 Enter the current hour of the day in military time.

Examples: 5(for 5 AM) or 17 (for 5 PM)

10 Press Return. The following message is displayed:
minute [0]?

11 Enter the current minute of the hour.
Example: 45

12 Press Return. The following message is displayed:

second [0]?

13 Enter the current second of the minute.
Example: 00
14 Press Return. The clock is set.
Note

Alternatively, the above time can be entered using the following sytitexset
1996 11 22 17 45 00

Setting the Time Using an NTP Server

An NTP server provides a single-source location from which multiple devices can
derive their clock settings. This helps ensure time synchronization among the various
participating devices. The NTP server time is based on Greenwich Mean Time (GMT).

To set the time using an NTP server, perform the following steps:

Step Action

1 At the Config promptConfig> ), entertime host

Configuring and Monitoring Switchwide Parameters 4-11



Setting and Viewing Clock Time

Step Action

2 Press Return. The following message is displayed:
IP address of time host [0.0.0.0]?

3 Enter the IP address of the NTP server from which you want to derive
the current time.

4 Press Return. The clock is set and the Config prompt is displayed.

5 Restart the module if you want the new configuration settings to take
effect.

Setting the Time Zone Offset

You can specify the time zone by setting the number of minutes that the current time
is offset from Greenwich Mean Time (GMT). Values west of GMT are entered as
negative values. For example, Eastern Standard Time (EST) in the United States is 5
hours earlier than GMT. Therefore, the offset for EST is —300 (5 hours x 60 minutes/
hour). The default of 0 (zero) indicates no offset from GMT.

To set the time zone offset, perform the following steps:

Step Action

1 At the Config> prompt, entetime dffset.

2 Press Return. The following message is displayed:
minutes from GMT (-720 to 720) [0]?

3 Enter the number of minutes the time zone is offset from GMT.

4 Press Return. The time zone offset is configured an@ diméig>
prompt is displayed.

Note

Alternatively, the time zone offset can be entered using the following syntax:
time offset—-300
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Setting Time Host Synchronization

You can set the frequency, in seconds, with which the VNswitch module polls the time
host for the current time. This function is applicable only if you are using an NTP
server to synchronize the VNswitch module clock. The default of O (zero) indicates the
switch is not to poll the time host to synchronize clocks. You must configure TCP/IP
Host Services for this functionality to be operational. Refer to Chapter 12 for
information about configuring TCP/IP Host Services.

To set the frequency with which the VNswitch module polls the time host for the
current time, perform the following steps:

Step

Action

1
2

At the Config> prompt, entetime sync.

Press Return. The following message is displayed:
seconds between time syncs [0]?

Enter the number of seconds that is to pass between polling attempts.

Press Return. The frequency is set andbefig> prompt is
displayed.

Restart the module if you want the new configuration settings to take
effect.

Note

Alternatively, the time host polling frequency can be entered using the following
syntax:Config> time sync 10
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Viewing Clock Time Parameters

You can view the current time settings to verify that they are set as desired. The
information includes information about who or what last set the time (either the
operator, or the IP address of the time host).

To view the current settings, perform the following steps:

Step Action

1 At the Config> prompt, entetime Jist.

2 Press Return. A report of the current time settings is displayed, and the
Config> prompt is displayed.

Example

Config> time list

12:41:55 Friday September 6, 1996
Set by: operator

Sync Interval: 10 seconds
GMT Offset: -300 minutes
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Monitoring Switch Memory

You can display a report that contains information about VNswitch module CPU
memory, number of buffers, and packet sizes. The information provided by the
memory report reflects activity occurring on the VNswitch module’s management
processor only. It does not include data about memory in the VNswitch module’s
forwarding subsystem.

Note

Sufficient free memory must be available to display this report. The number of
free packet buffers may drop to zero (0), resulting in the loss of some incoming
packets. However, this does not adversely affect switch operations.

To display the report, perform the following steps:

Step Action

1 At the Monitor prompt <), entermemory.

2 Press Return. The report and the Monitor prompt are displayed.
Example
+memory

Total Reserve Never Perm Temp Prev
Alloc Alloc Alloc Alloc
Heap memory 6232191 24784 2926207 3271888 28464 5632
Number of global buffers: Total = 400, Free = 367, Fair = 77, Low = 80
Global buff size: Data = 4478, Hdr = 25, Wrap = 0, Trail = 8, Total = 4516

Refer to Table 4-3 for a description of the information.

Table 4-3: Description of the Memory Report

Information Displayed Description

Heap memory Memory available for dynamically allocated
data structures including, for example, ARP
database entries.
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Information Displayed

Description

Heap memory: Total

Heap memory: Reserve

Heap memory: Never Alloc

Heap memory: Perm Alloc

Heap memory: Temp Alloc

Heap memory: Prev Alloc

Original amount of space available for
allocation of memory (heap size to.al)

Minimum amount of memory required by the
currently configured protocols.

Amount of memory that has never been
allocatedl

Amount of memory requested for permanent
allocatior.

Amount of memory temporarily allocaled

Amount of memory temporarily allocated and
then returned

Number of Global Buffers: Total Original number of global buffers on the

Number of Global Buffers: Free

Number of Global Buffers: Fair

Number of Global Buffers: Low

Global buff size: Data

Global buff size: Hdr

Global buff size: Wrap

Global buff size: Trail

Global buff size: Total

systen
Current number of global buffers availaole

Fair number of buffers for each interface.
(Refer to Number of Global Buffers: Low in
this tablt.)

Number of free buffers at which the allocation
strategy changes to conserve buffers. If the
value of Free is less than Low, then buffers are
not placed on any queue containing more than
the Fair number of buffers.

Maximum data link packet size of all
interface:s

Sum of the maximum hardware, MAC, and
data link headers of all interfac.es

This parameter is always zero and is not
currently used by the VNswitch module.

Sum of the largest MAC and hardware trailers
for interface s

Size of the largest packet buf.er
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Monitoring Crash Counts and Restart or Reload Data

You can display the following information about switch crashes and switch restarts or
reloads:

Number of restarts

Number of known crashes

Whether the switch was last reloaded or restarted
Time elapsed since the last reload

Time elapsed since the last restart

To display information about crash counts and switch restarts or reloads, perform the
following steps:

Step Action

1 At the Monitor prompt ), enteruptime.
2 Press Return. Information about crash counts and switch restarts or
reloads is displayed, and the Monitor prompt is redisplayed.
Example
+uptime

1 Start, (0 known crashes) Last: Reloaded
Last Power Up: 41 minutes ago
Last Restart: 41 minutes ago
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Chapter 5

Configuring Network Interfaces

Overview

Introduction

VNswitch 900 modules support Ethernet, Fast Ethernet, FDDI, and ATM network
interfaces, and the VNbus interface. All interfaces are automatically added and
configured when a VNswitch module is installed. The configuration settings used are
the factory defaults listed in the following sections and in Appendix B. You may need
to alter the default settings to maximize network performance, and to accommodate
requirements unique to your network environment. This chapter provides information
about how to do so.

Note

The only VNbus parameter you can configure is enabling and disabling the VNbus
logical interface.

In This Chapter

The following topics are covered in this chapter:

Topic Page
Displaying the Interface Number and Type 5-3
Enabling and Disabling an Interface 5-4
Accessing and Exiting an Interface Prompt 5-8
Configuring an Ethernet Logical Interface 5-9
Configuring a Fast Ethernet Logical Interface 5-12
Configuring an FDDI Logical Interface 5-19

Configuring Network Interfaces 5-1



Topic Page

Configuring ATM Physical and Logical Interfaces 5-32

Configuring the Address Resolution Protocol 5-64
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Displaying the Interface Number and Type

You can display the number assigned to an interface and the interface type (Ethernet,
Fast Ethernet, FDDI, or ATM). You may typically need to do so before you perform
other tasks discussed in this chapter.

To list a switch's interface numbers and types, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterlist interfaces

2 Press Return. A list of the interfaces on the module is displayed,
including the interface's assigned number.

Example
The following example applies to the VNswitch 900EF module:

Config> list interfaces

Ifc 0 (VNswitch VNbus): CSR 7000000, vector 79

Ifc 1 (VNswitch Ethernet): CSR 9000000, CSR2 402000, vector 108
Ifc 2 (VNswitch Ethernet): CSR 9000000, CSR2 402100, vector 108
Ifc 3 (VNswitch Ethernet): CSR 9000000, CSR2 402200, vector 108

Ifc 4 (VNswitch Ethernet): CSR 9000000, CSR2 402300, vector 108

Ifc 5 (VNswitch Ethernet): CSR 9000000, CSR2 402400, vector 108

Ifc 6 (VNswitch Ethernet): CSR 9000000, CSR2 402500, vector 108

Ifc 7 (VNswitch Ethernet): CSR 9000000, CSR2 402600, vector 108

Ifc 8 (VNswitch Ethernet): CSR 9000000, CSR2 402700, vector 108

Ifc 9 (VNswitch Ethernet): CSR 9000000, CSR2 402800, vector 108

Ifc 10 (VNswitch Ethernet): CSR 9000000, CSR2 402900, vector 108
Ifc 11 (VNswitch Ethernet): CSR 9000000, CSR2 402A00, vector 108
Ifc 12 (VNswitch Ethernet): CSR 9000000, CSR2 402B00, vector 108
Ifc 13 (VNswitch FDDI):  CSR 8000000, CSR2 400000, vector 112
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Enabling and Disabling an Interface

You can enable and disable a logical interface (Ethernet, Fast Ethernet, FDDI, ATM,
or VNbus) through either nonvolatile memory or volatile memory. You may need to
disable an interface, for example, if you want to logically disconnect a portion of a
network while making significant changes to the network segment’s physical
environment. Enabled is the default.

Enabling and disabling an interface through nonvolatile memory (NVRAM) requires
that you restart the module for the setting to take effect. These settings survive power
outages and module restarts. This method of enabling and disabling an interface is
most useful when you want the setting to remain in effect for an extended period of
time. You enable or disable an interface through NVRAM using the Config process.

Enabling and disabling an interface through volatile memory does not require that you
restart the module to take effect. The setting is effective immediately. These settings
do not survive power outages and module restarts. This method of enabling and
disabling an interface is most useful when you want to enable or disable an interface
only temporarily. You can enable or disable an interface through volatile memory
using the Monitor process.

Note

You can also enable and disable the ATM logical interface through volatile
memory from thédTM Config> prompt, as described in the Configuring ATM
Physical and Logical Interfaces section later in this chapter. Enabling or disabling
the ATM interface from th&TM Config> prompt allows you to do so without
accessing the Monitor prompt and then returning T Config> .
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Disabling and Enabling an Interface Through NVRAM
The following sections describe how to disable and enable an interface through

NVRAM.

Disabling an Interface Through NVRAM

To disable an interface through NVRAM, perform the following steps:

Step

Action

1

At theConfig> prompt, entedisableinterface interface#, where
interfacet is the number of the interface you want to disable.

Refer to the Displaying the Interface Number and Type s¢ for)n
information about how to determine the number assigned to an interface.

Press Return. The interface is disabled as specified.

Restart the switch. Refer to Chapter 10 for information about how to
restart the switch.

Enabling an Interface Through NVRAM

To enable an interface through NVRAM, perform the following steps:

Step

Action

1

At the Config> prompt, enteenable interface interface#, where
interfacet is the number of the interface you want to enable.

Refer to the Displaying the Interface Number and Type s¢ for)n
information about how to determine the number assigned to an interface.

Press Return. The interface is enabled as specified.

Restart the switch. Refer to Chapter 10 for information about how to
restart the switch.
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Disabling and Enabling an Interface Through Volatile Memory

The following sections describe how to disable and enable an interface through volatile
memory.

Disabling an Interface Through Volatile Memory

To disable an interface through volatile memory, perform the following steps:

Note

You may not be able to disable an interface if the interface is in the process of
completing a self-test. If this is the case, one of two messages is displayed. The
first indicates self-test is being canceled. The second indicates self-test is in
progress and the interface cannot be disabled at this time. If either message is
displayed, you can attempt to disable the interface at a later time.

Step Action

1 At the Monitor prompt <), enterdisableinterface# whereinterface#
is the number of the interface you want to disable.
Refer to the Displaying the Interface Number and Type section for
information about how to determine the number assigned to an interface.
2

Press Return. The interface is disabled and the Monitor prompt is
displayed.
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Enabling an Interface Through Volatile Memory

To enable an interface through volatile memory, perform the following steps:

Step

Action

1

At the Monitor prompt+), entertestinterface# wherenterface#is the
number of the interface you want to enable.

Refer to the Displaying the Interface Number and Type section for
information about how to determine the number assigned to an interface.
Press Return.

The state of the interface is first tested and the following message is
displayed:

Testing interface 13 FDDI/1...

If the test is successful, the following message is displayed and the
interface is enabled:

Testing interface 13 FDDI/1...successful
If the test failed, the following message is displayed:
Testing interface 13 FDDI/1...failed

If testing takes longer that 30 seconds, the Monitor process may time out
and display the following message:

Testing interface 13 FDDI/1...still testing
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Accessing and Exiting an Interface Prompt

Each type of interface (Ethernet, Fast Ethernet, FDDI, and ATM) has its own
configuration prompt that you must access to configure the interface or to view
configuration information associated with the interface. The prompts are accessed
from the Config promptGonfig> ).

Accessing an Interface Prompt
To access an interface prompt, perform the following steps:

Step Action

1 Determine the network interface numbers for which the switch is
currently configured. Refer to the Displaying the Interface Number and
Type section.

2 Record the desired interface numbers.

3 At the Config prompt, enténterface, followed by a space and the
number of the logical interface you want to configure.
Example: Config> interface 1

4 Press Return. The configuration prompt for the selected interface is

displayed on the console. The following is a list of possible interface
configuration prompts:

e ETH config>  (for an Ethernet interface)

 FAST ETH config> (for a Fast Ethernet interface)
» FDDI config> (for an FDDI interface)

« ATM Config> (for an ATM interface)

Exiting an Interface Prompt

To exit an interface prompt, tygit and then press Return. You exit an interface
prompt to return to the next higher level prompt. For example, to return to the Config
prompt Config> ) from the Ethernet interface configuration pronmpt

Config> ), enterexit, and then press Return.
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Configuring an Ethernet Logical Interface

VNswitch 900EX, 900EF, and 900EA modules each include twelve, 10BaseT
Ethernet physical interfaces. The VNswitch 900EE module includes twenty-four,
10BaseT Ethernet physical interfaces. You can perform the following tasks when
configuring an Ethernet interface:

« Set the interface for a full- or half-duplex circuit.

* Redirect a front panel port to a DEChub ONE docking station AUI port.

» Redirect a front panel port to the DEChub 900 backplane.

* Redirect a front panel port to the DEChub 900 backplane ThinWire segment.

« Display current Ethernet interface configuration parameters.

Setting the Interface for Full-Duplex or Half-Duplex Mode

You can set an Ethernet interface to function in either full-duplex mode or half-duplex
mode. On any one VNswitch 900EX, 900EF, or 900EA module, a maximum of nine
Ethernet interfaces can be set to full-duplex. On any one VNswitch 900EE module, a
maximum of 18 Ethernet interfaces can be set to full-duplex, any of the nine interfaces
numbered 1 through 12, and any of the nine interfaces numbered 13 through 24.

An interface is typically set for full-duplex mode if it is established as a point-to-point
connection to a single device, and for half-duplex if connected to a shared medium
supporting multiple devices.

Caution

The 10 Mb/s Ethernet interfaces do not perform auto-negotiation with the device
to which it is attempting to establish a connection. Therefore, you must make sure
the Ethernet interface you are configuring, and the device with which it is to
connect, are both set for the same circuit type (full- or half-duplex mode).
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To set the Etherninterface for either full-duplex or half-dupl mode, perform the
following step:

Step Action

1 At theETH c onfig> prompt, enteget duplex-mode-defaultstate,
wherestate is eitherfull (for full-duplex mode) ohalf (for half-duplex
mode). The default ihalf.

2 Press Return. The interface is set for either full-duplex or half-duplex
mode, as specifi. TheETH c onfig> promp and a message similar
to the following are dsplayec:

Default duplex mode set to FULL DUPLEX.

Redirecting Interfaces to the DEChub 900 Backplane

Each of the 12 front panel Ethernet interfaces on a VNswitch 900EX, 900EF, and
900EA module can be individually redirected to a DEChub 900 backplane LAN
segment to create a backplane LAN. Similarly, 12 of the 24 Ethernet interfaces on a
VNswitch 900EE module can be individually redirected to a DEChub 900 backplane
LAN segment.

To redirect Ethernet interfaces to the backplane, you must install the optional
MultiChassis Manager, a component of Digital’s clearVISN network management
product. Refer to the documentation accompanying the product for information about
how to use MultiChassis Manager.

Redirecting Interface 12 to the DEChub 900 Backplane ThinWire

When connected to a DEChub 900, you can connect a module’s Ethernet interface 12
to the ThinWire segment of the DEChub backplane. The ThinWire segment provides
backward compatibility for DEChub 90 modules.

To redirect Ethernet interface 12 to the ThinWire segment on the backplane, you must
install the optional MultiChassis Manager, a component of Digital's clearVISN
network management prodt Refer to the documentation accompanying the product
for information about how to use MultiChassis Manager.

Redirecting Interface 11 to a DEChub ONE AUI Port

When connected to a DEChub ONE docking station, you can connect the module’s
front panel interfac11l o the docking station’s Attachment Unit Interface (AUI) port.
The AUI port can then be used to connect interll io a LAN (backbone using an

802.3 Medium Attachment Unit (MAU). The MAU, in turn, can be connected to one
of several supported media types including unshielded twisted pair, ThinWire, or fiber
optic cable, depending on the model installed. For instructions about installing MAUs
in a DEChub ONE, refer to the appropriate DEChub ONE installation documentation.

5-10 Configuring Network Interfaces



Configuring an Ethernet Logical Interface

To redirect Ethernet interface 11 from the front panel to the AUI port of a DEChub
ONE docking station, perform the following steps:

Step

Action

1

At the Config prompt@onfig> ), enterinterface 11 The Ethernet
interface configuration prompEth config> ) is displayed.

If you want to redirect Ehternet interface 11 to the AUI port on the
module, enteconnect_back.

If Ethernet interface 11 is already redirected to the AUI port and you
want to redirect it to the front panel, entennect font.

Press Return. Interface 11 is redirected as you specified in step 2, and
the Ethernet configuration prompt is displayed.

Displaying Current Ethernet Configuration Parameters

You can display information about current Ethernet interface configuration settings.
To display the information, perform the following steps:

Step

Action

1
2

At the Eth config> prompt, entetfist.

Press Return. The report and a rietv config> prompt is
displayed.

Example

The following is an example of a typical display for an Ethernet interface having
10BaseT MMI. A speed value of 10Mbit indicates the interface is set for half-duplex
mode. A speed value of 20Mbit indicates the interface is set for full-duplex mode.

Eth config>

Connect:

list

FRONT (Ports 11 and 12 only)

Default duplex mode: HALF DUPLEX
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Configuring a Fast Ethernet Logical Interface

The VNswitch 900EX module includes twelve, 10BaseT Ethernet physical interfaces
and two 100BaseTX or 100BaseFX Fast Ethernet interfaces. You can perform the
following tasks when configuring a Fast Ethernet interface:

« Enable, disable, or restart auto-negotiation (100BaseTX only).

« Set the interface for a full- or half-duplex circuit.

» Enable or disable advertising of supported operational modes (100BaseTX only).
» Set the default line speed (100BaseTX only).

« Display current Fast Ethernet interface configuration parameters.

IEEE Compliance

The VNswitch 900EX module Fast Ethernet interface complies with the IEEE 802.3u
standard.

Enabling or Disabling Auto-Negotiation

Auto-negotiation is supported only on 100BaseTX Modular Media Interface (MMI)
PHY cards. 100BaseFX MMIs must be set to full-duplex mode manually.

When first installed, a 100BaseTX Fast Ethernet interface negotiates with the
destination device to which it is attached. The negotiation process occurs
automatically, and involves each device notifying (advertising to) the other what
connection capabilities it can support, including line speed and whether the circuit is
half- or full-duplex. (Refer to the Setting Advertised Connection Capabilities section
for information about how to set the capabilities that are advertised.) The devices
determine what common set of capabilities both support and then, from that common
set, select the connection that provides the greatest throughput. The common set of
capabilities is typically referred to as the “highest common denominator.” No
connection is established if the two devices do not support at least one common line
speed and duplex setting combination.

For example, a Fast Ethernet interface on a VNswitch module may support only a full-
duplex circuit on either 10BaseT or 100BaseX cable. The device to which it is
connected supports a full-duplex circuit on only 100BaseX cable. The two devices
“agree” to use a full-duplex circuit at 100 Mb/s, since both support 100BaseX cable,
which provides greater bandwidth.

You can disable auto-negotiation if, for example, you want to set the line speed and
full- or half-duplex settings manually. You can then reenable auto-negotiation at any
time. Enabled is the default for auto-negotiation.
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Configuring a Fast Ethernet Logical Interface

To disable auto-negotiation, perform the following steps:

Step

Action

1

At the FAST ETH c onfig> prompt, enteset auto-negotiation
disablec.
Press ReturrThe following message is displayed:

This forces the default speed and duplex mode
settings to be used.

Continue? (Yes or [No]):
Entery if you want to disable auto-negotiat. The interface will use
the default parameters you specify in the Setting Full-Duplex or Half-

Duplex Mode Manually section and Setting the Line Speed Manually
section, respectively

Entern if you do not want to disable auto-negotiation.

Press Return.

If you enterecy, auto-negotiation is disabl and the following messa je
and theFAST ETH ¢ onfig> promptare displayetl

Auto-Negotiation DISABLED.

If you enterecn, auto-negotiation remains enal and the following
messag and theFAST ETH ¢ onfig> promptare displayetl

Command aborted.
Auto-Negotiation setting not applied.

Enabling Auto-Negotiation

To enable auto-negotiation, perform the following steps:

Step

Action

1

At the FAST ETH c onfig> prompt, enteget auto-negotiation
enabled.

Press Return. Auto-negotiation is ena and the following messa je
and theFAST ETH c onfig> promptare dsplayec

Auto-Negotiation ENABLED.
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Restarting Auto-Negotiation
Auto-negotiation is initiated when either of the following events occur:
e The Unshielded Twisted Pair (UTP) cable is first plugged in to the MMI

* One of the devices at either end of the link is powered up, restarted, or a
renegotiation request is made.

You may want to restart auto-negotiation if, for example, you change the advertised
connection capabilities, or the connection to the device with which the switch is
communicating is lost.

To restart auto-negotiation, perform the following steps:

Step Action

1 At the FAST ETH config>  prompt, enteset auto-negotiation
restart.
2 Press Return. The following message and=A8T ETH config>

prompt are displayed:
Auto-negotiation RE-STARTED.

Setting Advertised Connection Capabilities

You can select the supported line speed and duplex setting combinations advertised
during auto-negotiation. You can do so only for Modular Media Interface (MMI) PHY
cards supporting 100BaseTX and 10BaseT interfaces. The specified connections can
include one or more line speed and duplex setting combinations. For example, you may
choose to advertise that the interface supports only a 100 Mb/s half-duplex line.
Alternatively, you may choose to advertise that the interface supports either a 10 Mb/
s full-duplex line or a 100 Mb/s full-duplex line.

Note

The specific line speed and duplex settings that you can set vary, according to the
particular Modular Media Interface (MMI) connector installed on the Fast
Ethernet interface.
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To set the connection capabilities that are to be advertised during auto-negotiation,
perform the following steps:

Step Action

1 At the FAST ETH config>  prompt, enteset advertise-capability.
2 Press Return. A message similar to the following is displayed:
100Base-TX Full Duplex, (E)nable or (D)isable
[ENABLED]?

Note: The specific messages displayed vary, depending on the
particular MMI installed on the Fast Ethernet interface.

3 Enterenable if you want to advertise support for a line having the speed
and duplex setting specified in the message.

Enterdisableif you do not want to advertise support for a line having
the speed and duplex setting specified in the message.

The factory default isnablefor each line speed and duplex setting for
which you are prompted.

4 Press Return. If a message similar to the one shown in step 2 is displayed
asking if you want to advertise support for another line speed and duplex
setting combination, go to step 3.

If the following message and tiRAST ETH config>  prompt are
displayed, the selected connection capabilities to be advertised are set:

Advertised capability setting applied.

Setting Full-Duplex or Half-Duplex Mode Manually

You can set the Fast Ethernet duplex setting manually, if you do not want to establish
the setting automatically through auto-negotiation on a 100BaseTX MMI. The duplex
setting must be set manually on a 100BaseFX MMI. An interface is typically set for
full-duplex mode if it is established as a point-to-point connection to a single device,
and for half-duplex mode if connected to a shared medium supporting multiple
devices.

Note

Manually set duplex modes take effect only when auto-negotiation is disabled or
not supported. Therefore, if auto-negotiation is supported, you must disable auto-
negotiation before the duplex mode setting takes effect.

Configuring Network Interfaces 5-15



Configuring a Fast Ethernet Logical Interface

To set the Fast Ethernet interface for either full-duplex or half-duplex mode, perform
the following steps:

Step Action

1 Disable auto-negotiation according to the instructions earlier in this
section, if you have not already done so.

2 Atthe FAST ETH config>  prompt, enteget duplex-mode-default
state wherestateis eitherfull (for full-duplex mode) ohalf (for half-
duplex mode). The factory defaulthalf.

3 Press Return. The interface is set for either full-duplex or half-duplex
mode, as specified.

If auto-negotiation is supported, tRASTETH config>  prompt and
a message similar to the following are displayed:

Default duplex mode set to FULL DUPLEX.

This setting will take effect only when auto-
negotiation is disabled.

If auto-negotiation is not supported, &ST ETH config>  prompt
and a message similar to the following are displayed:

Default duplex mode set to FULL DUPLEX.
This setting will take effect immediately.

Setting the Line Speed Manually

You can set the Fast Ethernet line speed manually, if you do not want to establish the
speed automatically through auto-negotiation.

Note

Manually set line speeds take effect only when auto-negotiation is disabled or not
supported. Therefore, if auto-negotiation is supported, you must disable auto-
negotiation before the line speed setting takes effect.

To set the Fast Ethernet interface line speed manually, perform the following steps:

Step Action

1 Disable auto-negotiation according to the instructions earlier in this
section, if you have not already done so.

2 At the FAST ETH config>  prompt, enteset oeed-default
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Step

Action

Press Return. The following message is displayed:

Speed Default in Mb/s, 10M or 100M: [100M]?

Enter the desired line speed, where the speed is &l{éor 10 Mb/s)
or 100 (for 100 Mb/s). The factory default 10,

Press Return. The interface is set at the desired line speed, as specified.

If auto-negotiation is supported, tRASTETH config>  prompt and
a message similar to the following are displayed:

Default speed set to 100 Mb/s.

This setting will take effect only when auto-
negotiation is disabled.

If auto-negotiation is not supported, &ST ETH config>  prompt
and a message similar to the following are displayed:

Default speed set to 100 Mb/s.
This setting will take effect immediately.

Displaying Current Fast Ethernet Configuration Parameters

You can display information about current Fast Ethernet interface configuration
settings. To display the information, perform the following steps:

Step

Action

1
2

At the FAST ETH config>  prompt, entelist.

Press Return. The report and a &S T ETH config>  prompt is
displayed.
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Example

The following is an example of a typical display for a Fast Ethernet interface having a
100BaseTX MMI:

FAST ETH config> list
Modular media interface: 100BASE-TX (DEXVU-AA)

Default speed: 100 Mb/s
Default duplex mode: HALF DUPLEX
Auto-Negotiation: ENABLED

Auto-Neg Capabilities:
100BASE-TX Full Duplex: ENABLED
100BASE-TX Half Duplex: ENABLED
10BASE-T Full Duplex: ENABLED
10BASE-T Half Duplex: ENABLED
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Configuring an FDDI Logical Interface

The VNswitch 900EF module includes twelve, 10BaseT Ethernet physical interfaces
and 1 FDDI interface pair. You can perform the following tasks when configuring an
FDDI logical interface:

« Set the station type.

» Set Link Error Rate alarm and cutoff values.

* Enable and disable SMT notification.

» Settoken passing and frame timing parameters.

« Enable and disable purging of bad frames.

« Set the interface for a full- or half-duplex circuit.

* Reset all configuration parameters to default values.

« Display current FDDI interface configuration parameters.

Refer to the Configuring an Ethernet Logical Interface section for information about
how to configure 10 Mb/s Ethernet interfaces on a VNswitch 900EF.

Caution

It is recommended that the only configuration tasks you perform on an FDDI
interface is setting the station type, setting the interface for full- or half-duplex
mode, resetting parameters to defaults, and displaying current parameters. It is
recommended that you alter the remaining settimdjsif you fully understand the
effect the change will have on the entire network.

Supported Station Types
VNswitch 900EF modules can serve as any one of the following FDDI station types:

* Dual Attachment Station (DAS)
» Single Attachment Concentrator (SAC)
* Single Attachment Station (SAS)
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PHY Port Identification

The VNswitch FDDI interface is composed of two PHY ports labeled A/M and B/S
(Figure 5-1).

Figure 5-1: VNswitch PHY Ports
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/
/

LKG-10303-96F

The PHY A/M port functions as either an A port or an M port, depending on the
module’s station type. Similarly, the PHY B/S port functions as either a B portoran S
port. Table 5-1 shows the relationship between station type and PHY ports.

5-20 Configuring Network Interfaces



Configuring an FDDI Logical Interface

Note

The FDDI logical interface on a VNswitch 900EF is assigned interface number
13, and bridge port number 14. These numeric assignments cannot be changed.

Table 5-1: Station Types and PHY Ports

If. .. Then. . .

The VNswitch is cabled as a PHY A/M can be used either as an A port
DAS connected to the FDDI ring, or to the M port of
a DAC if in a dual homing topology.

PHY B/S can be used either as a B port
connected to the FDDI ring, or to the M port of
a DAC if in a dual homing topology.

The VNswitch is cabled as a PHY A/Mis used as an M port connected to the
SAC S port of a SAS.
PHY B/S is an S port connected to the M port
of a Dual Attachment Concentrator (DAC).
The VNswitch is cabled asa SAS PHY B/S is an S port connected to the M port
of either a SAC or DAC.
PHY A/M is not used.

Figure 5-2 illustrates the PHY port connections when the VNswitch serves as a DAS,
SAC, and SAS.
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Figure 5-2: Sample FDDI Configuration and Associated PHY Ports
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Setting the Station Type

The FDDI interface must be configured to reflect the station type for which the
physical cables are connected. For example, if the VNswitch 900EF module is cabled
to function as a Single Attachment Concentrator, you must set the station type for the
interface to SAC. The default installation setting is DAS.

To set or change the station type, perform the following steps:

Step Action

1 At the FDDI config>  prompt, enteset stationstation-type where
station-typeis dasfor a Dual Attachment Station, sacfor either a
Single Attachment Concentrator or a Single Attachment Station. The
default isdas.

2 Press Return. The interface is set as specified, afdibéconfig>
prompt is displayed.

Setting the Link Error Rate Alarm

The VNswitch 900EF module monitors the number of link errors that occur over each
PHY port’s link. The types of link errors it monitors includes, for example, line state
violations. Notification messages are sent to the SMT management station when the
link error rate exceeds a number referred to as the alarm value. You can set the alarm
value that triggers notification messages sent to the management station. The value is
set independently for each of the module’s PHY ports. For example, the value for PHY
port A is set independently of the value for PHY port B on a DAS.

Note

Link error rate is expressed as a negative exponential value of base 10. For

example, an error rate of This equal to 0.0001 bits per second;’lié equal to
0.00001 bits per second, and so on.

To set the link error alarm, perform the following steps:

Step Action

1 At the FDDI config>  prompt, enteset phyport ler-alarm, where
port is eithera/m for an A/IM PHY port, ob/s for a B/S PHY port.

2 Press Return. The following message is displayed:
Link error alarm rate in -Log10: [8]?
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Step Action

3 Enter a whole number from 4 through 12, where the number is a
negative exponential value of base 10. Therefore, for example, entering

a4 sets the value at 1H(0.0001 bits per second), entering sets the
value at 10° (0.00001 bits per second), and so on. The default value is 8.

4 Press Return. The link error rate alarm is set as specified, arDBie
config> prompt is displayed.

Automatically Disconnecting Nodes Causing Excessive Link Errors

The VNswitch 900EF module monitors the number of link errors that occur over each
PHY port’s link. The types of link errors it monitors includes, for example, line state
violations. The neighbor node connected to a link is disconnected from the network if
the error rate exceeds a number referred to as the cutoff value. You can set the cutoff
value that triggers disconnection of a neighbor node. The value is set independently for
each of the module’s PHY ports. For example, the value for PHY port A is set
independently of the value for PHY port B on a DAS.

If disconnection of a neighbor node is triggered, the FDDI network establishes a
loopback (wrap) onto the secondary ring at the node that initiated the disconnect. The
connection is automatically reestablished when the link is again active.

Note

Link error rate is expressed as a negative exponential value of base 10. For

example, an error rate of T0s equal to 0.0001 bits per second;2li8 equal to
0.00001 bits per second, and so on.

To set the link error cutoff, perform the following steps:

Step Action

1 At the FDDI config>  prompt, enteset phyport ler-cutoff, where
port is eithera/m for an A/IM PHY port, ob/s for a B/S PHY port.

2 Press Return. The following message is displayed:
Link error cutoff rate in -Log10: [8]?
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Step Action

3 Enter a whole number from 4 through 12, where the number is the
exponential value of base 10. Therefore, for example, entedrsgts

the value at 10 (0.0001 bits per second), entering sets the value at
107°(0.00001 bits per second), and so on. The default value is 8.

4 Press Return. The link error rate cutoff is set as specified, ar@®Dle
config> prompt is displayed.

Enabling and Disabling SMT Notification

FDDI stations use Status Report Frames (SRFs) to notify the SMT management station
about certain events or conditions. The events and conditions can include, for example,
ring wrap, exceeding thresholds such as link error alarm and cutoff values, and the
detection of an illegal port type configuration.

To set the status report policy, perform the following steps:

Step Action

1 At the FDDI config>  prompt, enteset status-report-policystate
wherestateis eitheron or off. Enteron if you want the module to send
SRFs to the management station. Eoféif you do not want the
module to send SRFs. The defaulbis

2 Press Return. SMT notification is enabled or disabled, as specified, and
theFDDI config>  prompt is displayed.

Setting Token Passing and Frame Timing Parameters

FDDI uses token passing to control which station has access to the network at any
given time. When a station that is ready to transmit data receives the token, the station
removes the token from the ring and transmits its data. When data transmission is
complete, the station places the token back on the ring.

A token can, occasionally, become lost or corrupted. FDDI stations use a configurable
setting called the Maximum Token Rotation Time (tmax-lower-bound) to regenerate a
token if this situation occurs. The Maximum Token Rotation Time is the length of time

a station waits to receive the token, since the last time it had possession. If the
Maximum Token Rotation Time is exceeded, the station then uses a second value, the
Requested Token Rotation Time (t-req) to negotiate for token possession. The node
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with the lowest Requested Token Rotation Time wins the bid for the token. If more
that one station has the same Requested Token Rotation Time, the station with the
highest MAC address wins.

Similarly, FDDI stations use a configurable setting called the Valid Transmission
Time (tvx-timer) to determine the maximum amount of time the interface waits to
receive avalid data frame. The absence of valid data frames for an extended period of
time might be caused by conditions such as babble errors, repeated partial frames, or
loss of the token. If the Valid Transmission Time is exceeded, the token claim process
is reinitiated.

Setting the Maximum Token Rotation Time

To set the Maximum Token Rotation Time (tmax-lower-bound), perform the
following steps:

Step Action

1 At the FDDI config>  prompt, enteset tmax-lower-bound#-of-
milliseconds where#-of-millisecondds equal to the maximum number
of milliseconds the interface waits for a token. #hef-milliseconds

can be a number from 8 through 1331 milliseconds. The default is 167
milliseconds.

Note: The software rounds the specified value to the nearest multiple of
5.24288 milliseconds. For example, the default value of 167
milliseconds is interpreted by the software as 167.77216 milliseconds.

2 Press Return. The Maximum Token Rotation Time is set arfelibé
config> prompt is displayed.

Setting the Requested Token Rotation Time

To set the Requested Token Rotation Time (t-req), perform the following steps:

Step Action

1 At the FDDI config>  prompt, enteset t-req#-of-milliseconds
where#-of-millisecondsmust be a value that is greater than the
Minimum Token Rotation Time (6 milliseconds) and less than the
Maximum Token Rotation Time (8 - 1331 milliseconds). The default is
8 milliseconds.

Note: The software rounds the specified value to the nearest multiple of
20.48 microseconds. For example, the default value of 8 milliseconds is
interpreted by the software as 7.9872 milliseconds.

2 Press Return. The Requested Token Rotation Time is set dfibHe
config> prompt is displayed.
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Setting the Valid Transmission Timer

To set the Valid Transmission Time (tvx-timer), perform the following steps:

Step Action

1 AttheFDDIconfig>  prompt, enteset tvx-timer #-of-milliseconds
where#-of-millisecondsis equal to the maximum number of
milliseconds the interface waits for a data frame.#oé milliseconds
can be a number from 1 millisecond through 5 milliseconds. The default
is 2.5 milliseconds.

Note: The software rounds the specified value to the nearest multiple of
20.48 microseconds. For example, the default value of 2.5 milliseconds
is interpreted by the software as 2.51904 milliseconds.

2 Press Return. The Valid Transmission Time is set an8EiH
config> prompt is displayed.

Configuring the Interface to Purge Bad Frames From the Ring

The VNswitch FDDI interface is able to detect and remove frame fragments and No
Owner Frames (NOFs) from the ring through a function referred to as the Ring Purger.
You can turn the Ring Purger on or off using the CLI.

It is generally recommended that you leave the Ring Purger on. The purger uses
available bandwidth on the ring to ensure that fragments and No-Owner Frames are
removed. Only a very small percentage of available bandwidth may be lost with the
purger running if the ring is operating at very high traffic levels. However, when the
purger is running, the frame counter observed on any MAC on the ring shows a much
larger count than what may be expected. The high number may be the result of
including void frames in the total. The value may not, therefore, necessarily reflect a
loss of bandwidth. If these larger frame counts interfere with measurements you wish
to make, then the ring purger can be disabled. Note that all nodes capable of being the
ring purger must be disabled in order for there to be no ring purger on the ring (ring
purging is an elective process). If you attempt to use the frame counter to make
utilization measurements, a more accurate method of doing so is available using the
MultiChassis Manager feature that provides ring latency and token counts. Refer to
Chapter 6 of this document for information about how to monitor the FDDI interface
to view the frame count.
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To turn the Ring Purger on or off, perform the following steps:

Step Action

1 At the FDDI config>  prompt, enteset ring-purger state where
stateis eitheron or off. The default i®ff.

2 Press Return. The Ring Purger is turned on or off, as specified, and the
FDDI config>  prompt is displayed.

Setting the Interface for Full-Duplex or Half-Duplex Mode

You can set the FDDI interface to function in either full-duplex mode or half-duplex
mode. If you set the interface for full-duplex mode, the link will function as a full-
duplex circuit only if the device with which auto-negotiation occurs is also enabled for
full-duplex mode. If not, half-duplex mode is used.

An interface is typically set for full-duplex mode if it is established as a point-to-point
connection to a single device, and for half-duplex mode if connected to a shared
medium supporting multiple devices.

To set the FDDI interface for either full-duplex or half-duplex mode, perform the
following steps:

Step Action

1 AttheFDDIconfig>  prompt, enteset full-duplex state wherestate
is eitheron (for full-duplex mode) ooff (for half-duplex mode). The
default ison.

2 Press Return. The interface is set for either full-duplex or half-duplex

mode, as specified, and tR®DI config>  prompt is displayed.
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Resetting All Configuration Parameters to Default Values

You can reset the current interface configuration settings (station type, link error rate
alarm, Ring Purger, and so on) to their default values. Refer to the appropriate section
in this chapter for information about the default value for a specific parameter, or to
Appendix B for a concise list of FDDI interface defaults.

Note

You must restart the VNswitch 900EF module after resetting the configuration
parameters for the default values to take effect. Refer to Chapter 10 for
information about how to restart the module.

To reset the current FDDI interface configuration parameters to their default values,
perform the following steps:

Step Action

1 At the FDDI config>  prompt, enteclear.

2 Press Return. The following message is displayed:
Fordefaultstotake effect, restart orrebootis
required.

3 Restart the VNswitch 900EF module according to the instructions

provided in Chapter 10.
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Displaying Current FDDI Interface Configuration Parameters

You can display specific information about various FDDI interface configuration
settings. To display configuration information, perform the following steps:

Step Action

1 At the FDDI config>  prompt, entelist configuration, where
configuration is the command you must enter to display the desired
information. Refer to Table 5-2 for a list of commands, and for a
description of the type of information that is displayed when you enter
the command.

2 Press Return. The desired information and a RB®I config>
prompt is displayed.

Example
FDDI config> list all

Network Interface: 13
STATION TYPE: DAS
Status Report Policy: On
T_REQ: 7.9872ms

TVX: 2.51904ms

T_MAX: 167.77216ms

LER Cutoff, PHY A/M: 10"-8
LER Cutoff, PHY B/S: 10"-8
LER Alarm, PHY A/M: 10"-8
LER Alarm, PHY B/S: 107-8
Purger: On

Full Duplex: Off
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Table 5-2: List Command Options and Descriptions  for FDDI

Configurations

Command

Description

station-type

phy

status-report-policy

t-req

tvx-lower-bound

tmax-lower-bound

ring-purger
full-duplex
all

Lists the station type (DAS or {C) assigned to the
switct.

Displays the Link Error Rate cutoff and alarm values for
each PHY port on the interface. The link error rate is
expressed as a negative exponential value of base 10.

Displays the state (on or off) of the status report palicy

Displays the Requested Token Rotation Time, in
millisecond.

Displays the Valid Transmission Time, in millisecands

Displays the Maximum Token Rotation Time, in
millisecond:s

Displays the status (on or off) of the Ring Pu.ger

Indicates whether the interface is set for full-duplex
mode (on) or half-duplex mode (c.ff)

Displays informatiorabou all of the above commar.ds
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Configuring ATM Physical and Logical Interfaces

The VNswitch 900EA module includes twelve, 10BaseT Ethernet physical interfaces
and 1 ATM 155 Mb/s physical interface. The ATM physical interface supports up to
16 logical interfaces, numbered 13 through 28. Each logical interface can be either an
ATM Bridge Tunnel, or a LAN Emulation Client (LEC) connected to an Emulated
LAN (ELAN). The ATM logical interfaces can be directed to either the ATM physical
interface on the front panel of the module, or to the backplane if the module is installed
on a DEChub 900 MultiSwitch. (Refer to Chapter 1 for information about
distinguishing between physical and logical interfaces.)

Configuring the Physical Interface
You can perform the following tasks when configuring an ATM physical interface:

« Direct the ATM physical connection to either the module’s front panel, or to the
backplane of a DEChub 900 MultiSwitch.

e Set the transmission type (SONET or SDH) and timing.
* Set payload scrambling to help ensure data integrity.
* Initiate a self-test of the ModPHY card.

« Display current physical interface settings.

Accessing the Front Panel or the Backplane Configuration Prompt

ATM logical interfaces can be directed to either the ATM physical interface on the
front panel of the module, or to the backplane if the module is installed on a DEChub
900 MultiSwitch. You configure and display parameters for the front panel and the
backplane independently by accessing different CLI prompts.

To access the configuration prompt for either the ATM physical interface on the front
panel or the physical interface to the backplane of a DEChub 900 MultiSwitch,
perform the following steps:

Step Action

1 If you want to set parameters or display information about the interface
on the module’s front panel, enggrysical front at theATM Config>
prompt.

If you want to set parameters or display information about the interface
to the backplane of a DEChub 900 MultiSwitch, eptersical back at
the ATM Config> prompt.
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Step Action

2 Press Return.

If you chose the front panel interface, the
ATM_Front_oc3_Config>  prompt is displayed.

If you chose the interface to the backplane, the
ATM_Back_oc3_Config> prompt is displayed.

Directing the ATM Physical Connection to the Front Panel or the Backplane

You can direct the ATM physical connection to either the module’s front panel, or to
the backplane of a DEChub 900 Multiswitch. For instructions about how to do so, you
must install the optional MultiChassis Manager, a component of Digital’s clearVISN
network management product. Refer to the documentation accompanying clearVISN
for information about how to use MultiChassis Manager.

Setting the Transmission Type and Timing

The ATM physical interface can be set to use either the Synchronous Optical Network
(SONET) or the Synchronous Digital Hierarchy (SDH) transmission type. SONET is
the frame format most commonly used in the United States. SDH is the frame format
most commonly used in European countries. The transmission type used by the
module must be the same as that used by other devices on an ATM network.

Transmission and receipt of SONET or SDH frames must be synchronized among the
VNswitch ATM interface and devices with which the module communicates. The

timing can be based on the system clock of either the VNswitch module or some other
device on the network.

Setting the Transmission Type
To set the transmission type, perform the following steps:

Step Action

1 If you want to set the transmission type for the physical interface on the
module’s front panel, access tA&M_Front_oc3_Config>
prompt.

If you want to set the transmission type for the physical interface to the
backplane of a DEChub 900 MultiSwitch, access the
ATM_Back_oc3_Config> prompt.

2 Entersd tr ansmission-type

3 Press Return. The following message is displayed:
Transmit type (SONET or SDH):
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Step

Action

4

If you want to use the SONET frame format, eigtret.

If you want to use the SDH frame format, ergen.

The factory default isonet

Press Return. The transmission type is set for the chosen interface and

either theATM_Front_oc3_Config>  or the
ATM_Back_oc3_Config> prompt is displayed.

Setting Transmission Timing
To set (synchronize) transmission timing, perform the following steps:

Step

Action

1

If you want to set timing for the physical interface on the module’s front
panel, access tl&TM_Front_oc3_Config>  prompt.

If you want to set timing for the physical interface to the backplane of a
DEChub 900 MultiSwitch, access tAd@M_Back_oc3_Config>
prompt.

Enterset timing.

Press Return. The following message is displayed:

Timing (loop or local (default)):

If you want to synchronize the devices according to the VNswitch
module’s clock, entdocal.

If you want to synchronize the devices according to the remote device’s
clock, entetoop.

The factory default itocal for the front panel interface. The factory
default isloop for the interface to the DEChub backplane.

Press Return. Synchronization is set for the chosen interface and either
the ATM_Front_oc3_Config>  or the
ATM_Back_oc3_Config> prompt is displayed.
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Enabling and Disabling Payload Scrambling

Payload scrambling is a function used to help ensure data integrity at the level of the
SONET or SDH payload envelope. This process is enabled, by default, on the
VNswitch 900EA. If the VNswitch module is to communicate with a Digital
GIGAswitch/FDDI AGL2, you must disable payload scrambling because it is not
supported on the GIGAswitch/FDDI AGL2.

To disable or enable payload scrambling, perform the following steps:

Step Action

1 If you want to set payload scrambling for the physical interface on the
module’s front panel, access tA&M_Front_oc3_Config>
prompt.

If you want to set payload scrambling for the physical interface to the
backplane of a DEChub 900 MultiSwitch, access the
ATM_Back_oc3_Config> prompt.

2 Enterse payload-scramble

3 Press Return. The following message is displayed:
Payload scramble (enable or disable):

4 If you want to disable payload scrambling, emisable.
If you want to enable payload scrambling, egteable.
The factory default ignable
5 Press Return. Payload scrambling is disabled or enabled for the chosen

interface and either th®TM_Front_oc3_Config>  or the
ATM_Back_oc3_Config> prompt is displayed.
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Testing the ModPHY Card

Loopback testing is used to test the integrity of the ATM ModPHY card. If connected
to the ATM physical interface on the module’s front panel, the PHY LED lights green
if the card passes the test. The LED does not light, or lights yellow, if the card fails the
test. If connected to the backplane, you must usentidpmd-errors command to
determine whether the loopback test is successful. The PHY State field listed in the
resulting report indicates whether the test is successful. A value of Run indicates the
loopback test is successful. A value of RCV Down, XMT Down, or R/X Down,
indicates the test is not successful. Refer to Chapter 6 for information about monitoring
the ATM physical interface.

Caution

Communication is lost during a loopback test. You should not, therefore, perform
a loopback test during critical business hours unless you notify network managers
responsible for other nodes. Setting loopback toyeg @utomatically

reestablishes communication between the VNswitch ATM interface and the
network.

To turn the loopback test on or off, perform the following steps:

Step Action

1 If you want to turn on the loopback test for the physical interface on the
module’s front panel, access tA&M_Front_oc3_Config>
prompt.

If you want to turn on the loopback test for the physical interface to the
backplane of a DEChub 900 MultiSwitch, access the
ATM_Back_oc3_Config> prompt.

2 Enterse loopback.

3 Press Return. The following message is displayed:
Loopback (yes or no):

4 If you want to turn on the loopback test, entes
If you want to turn off the loopback test, entex
The factory default iso.
5 Press Return. Loopback testing is turned on or off for the chosen

interface and either th®TM_Front_oc3_Config>  or the
ATM_Back_oc3_Config> prompt is displayed.
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You can display information about current ATM physical interface configuration
settings. To display current configuration settings, perform the following steps:

Step

Action

1

If you want to display current settings for the physical interface on the
module’s front panel, access tA&M_Front_oc3_Config>

prompt.

If you want to display current settings for the physical interface to the
backplane of a DEChub 900 MultiSwitch, access the
ATM_Back_oc3_Config> prompt.

Enterlist.

Press Return. The desired information and either the
ATM_Front_oc3_Config>  prompt or the
ATM_Back_oc3_Config> prompt is displayed.

Example

ATM_Front_oc3_Config> list

payload scramble . enable
transmission type . sonet
timing . local
loopback : no
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Configuring a Logical Interface
You can perform the following tasks when configuring an ATM logical interface:
+ Enable or disable the interface.
» Configure the interface as an ATM Bridge Tunnel.

» Configure the interface as a LAN Emulation Client (LEC) on an Emulated LAN
(ELAN).

« Displaythe currently selected interface type and state.

Refer to the Configuring an Ethernet Logical Interface se earlier in this chapt 2r
for information about how to configure 10 Mb/s Ethernet interfaces on a VNswitch
900EA.

Logical Interfaces Established at Startup

Table 5-{lists the ATM logical interfaces automatically established after installation,
and the conditions under which they are active. Each of these default connections can
be modified. For example, you can change the default LEC configured on interface 13
to an ATM Bridge Tunnel, if desired.
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Table 5-3: ATM Interface Defaults at Startup

Logical Interface Type of Conditions Under

Number Connection Which Connection Is
Established Established

13 ELAN The VNswitch ATM

interface is connected to a
Digital GIGAswitct/

ATM, or any UNI 3.1-
compliant switch

27 FDDI ATM Bridge The VNswitch ATM
Tunnel interface is connected to a

Digital GIGAswitch/

FDDI with anAGL2

Carc.
28 Ethernet ATM Bridge  The VNswitch ATM
Tunnel interface is connected to

the ATM interface of
another VNswitch
900EA.

Disabling and Enabling a n ATM Logical Interface

You must disable the ATM interface before you reconfigure an ATM Bridge Tunnel
or LEC. If you attempt to reconfigure the interface while it is still enabled, CLI and
SNMP requests are rejected.
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The procedure described in this section provides instructions about how to disable and
enable the interface dynamically, through volatile memory fronAtid Config>

prompt. Enabling and disabling an ATM interface through volatile memory does not
require that you restart the module to take effect. The setting is effective immediately
and does not survive power outages and module restarts. This method of enabling and
disabling an interface is most useful when you want to temporarily enable or disable
an interface.

Note

You can also enable and disable the ATM interface through volatile memory or
NVRAM from the Monitor prompt (+) and the Config prompt (Config>),
respectively. Refer to the Enabling and Disabling an Interface section earlier in
this chapter for information about how to do so. However, enabling and disabling
the ATM interface from th&TM Config> prompt allows you to do so without
accessing the Monitor prompt or Config prompt, and then returniAg ko

Config> .

Disabling the ATM Interface
To disable the ATM interface through volatile memory, perform the following steps:

Note

You may not be able to disable an interface if the interface is in the process of
completing a self-test. If this is the case, one of two messages is displayed. The
first indicates self-test is being canceled. The second indicates self-test is in
progress and the interface cannot be disabled at this time. If either message is
displayed, you can attempt to disable the interface at a later time.

Step Action

1 At the ATM Config> prompt, entedisable-interface
2 Press Return. The interface is disabled and\thd Config> prompt
is displayed.
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Enabling the ATM Interface
To enable an interface through volatile memory, perform the following steps:

Step Action

1 At the ATM Config> prompt, enteenable-interface
2 Press Return. The interface is enabled and\iid Config> prompt
is displayed.

Displaying the Logical Interface Type and State

To display the type and state of the currently selected interface, perform the following
steps:

Step Action

1 At the ATM Config> prompt, entefist.
2 Press Return. The report and tiEM Config> prompt are displayed.
Example

ATM Config> list

Interface : 13 (Bridge Port 14)
Interface Type : Lec

Interface State : Operational

Elan Name (Configured) :

Elan Name (Joined) : Not available

Configuring an ATM Bridge Tunnel Interface

ATM Bridge Tunnels are Permanent Virtual Channel (PVCs) established to provide a
simple point-to-point connection between two devices through an ATM network. The
link doesnotrequire those elements (LAN Emulation Server, LAN Emulation
Configuration Server, and Broadcast and Unknown Server, for example) otherwise
necessary to establish an emulated LAN.

What Type of Tunnel to Configure

You can configure either an Ethernet ATM Bridge Tunnel or an FDDI ATM Bridge
Tunnel on each ATM logical interface. The type of bridge tunnel (Ethernet or FDDI)
you establish should be that which minimizes the number of points at which Ethernet-
to-FDDI translation is required. Table 5-4 provides general guidelines for determining
what type of tunnel to configure.
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Table 5-4: Guidelines for Determining Bridge Tunnel Type

If. .. Then. ..

The source and destination The tunnel should be an Ethernet ATM Bridge
devices on either side of an ATM Tunnel.
cloud are both on Ethernet LANs

Either the source or destination The tunnel should be an FDDI ATM Bridge
device is on an FDDI ring, and Tunnel.

the other device is on an Ethernet

LAN

The source and destination The tunnel should be an FDDI ATM Bridge
devices on either side of an ATM Tunnel.
cloud are both on an FDDI ring

Using Figure 5-3 as an example, if PC 1 on Ethernet LAN 1 typically requires access
to PC 2 on Ethernet LAN 2, the ATM interfaces on VNswitch modules that connect to
the ATM cloud should be configured for an Ethernet ATM Bridge Tunnel.

Again using Figure 5-3 as an example, assume that PC 1 on Ethernet LAN 1 typically
requires access to the Corporate Database on FDDI ring 2. In this situation, the ATM
interfaces should be configured for an FDDI ATM Bridge Tunnel.
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Figure 5-3: ATM Bridge Tunnels
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How to Configure an ATM Bridge Tunnel

This section describes how to configure an ATM Bridge Tunnel on the VNswitch
900EA’s ATM interface. Configuring an ATM Bridge Tunnel involves assigning a
Virtual Channel Identifier to the Permanent Virtual Channel, and setting the Bridge
Tunnel’'s MAC type.

You must also configure the device on the opposite end of the bridge tunnel. This can
be, for example, another VNswitch 900EA, a Digital GIGAswitch/ATM, or another
vendor's ATM switch. Refer to the appropriate documentation provided by the
manufacturer of that device for configuration instructions.

Each ATM logical interface is automatically set up as either a LAN emulation client
(LEC), or a Bridge Tunnel at installation. Refer to Table 5-3 for information about the
types of ATM logical interface established at installation, and the conditions under
which each is active. If the connection is a LEC, you can change the connection to a
Bridge Tunnel.
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To change the VNswitch 900EA ATM interface from a LEC to an ATM Bridge
Tunnel, perform the following steps:

Step

Action

1
2

At the ATM Config> prompt, entechange_interface_bidge tunnel

Press Return. The following message is displayed:
Current interface type is LEC.

ThiscommandwillchangeinterfacetypetoBridge
Tunnel.

Proceed? (Yes/[No]):

Entery if you want to change the LEC to a Bridge Tunnel.
Entern if you do not want to change the LEC to a Bridge Tunnel.

Press Return. If you entergdthe following message is displayed:
VPI = 0 in this release
VCI(62-1022):

VPI is the Virtual Path Identifier assigned to the Permanent Virtual
Channel. The VPI is automatically set at 0. VCI is the Virtual Channel
Identifier assigned to the PVC.

If you enterech, theATM Config> prompt is displayed.

Enter a number from 62 through 1022. This number is the VCI you want
to assign to the virtual channel.

Press Return. The ATM Bridge Tunnel you specified is configured and
the ATM BT Config> prompt is displayed. The Bridge Tunnel is
assigned a MAC type of Ethernet, by default. Refer to the Modifying
the VCI and MAC Type section for information about how to change the
MAC type.
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Modifying the VCI and MAC Type

You can change the VCI you configured when you first established the Bridge Tunnel.
You can also change the MAC type to either an Ethernet ATM Bridge Tunnel or an
FDDI ATM Bridge Tunnel. Refer to the What Type of Tunnel to Configure section for
information about how to determine the type of Bridge Tunnel you should establish.

To modify the Bridge Tunnel's VCI or MAC type, perform the following steps:

Step Action

1 At the ATM Config> prompt, entechange_interface_bidge tunnel
2 Press Return. ThH&TM BT Config> prompt is displayed.

3 Entersd.

4 Press Return. A message similar to the following is displayed:

Configuring ATM bridge tunnel for interface 15
VPI =0 in this release
VCI(62-1022):

VPI is the Virtual Path Identifier assigned to the Permanent Virtual
Channel. The VPI is automatically set at 0. VCI is the Virtual Channel
Identifier assigned to the PVC.

5 If you want to change the VCI assigned to the PVC, enter a new VCI
number from 62 through 1022.
If you do not want to change the VCI, reenter the VCI number currently
assigned to the PVC.

6 Press Return. The following message is displayed:
MAC Type(Fddi Or Ethernet):

7 Entere if you want to establish an Ethernet Bridge Tunnel.
Enterf if you want to establish an FDDI Bridge Tunnel.

8 Press Return. The VCIl and MAC type are set as specified, aAd e
BT Config> prompt is displayed.
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Displaying Current Bridge Tunnel Settings

To display configuration information about the Bridge Tunnel, perform the following
steps:

Step Action

1 At the ATM Config> prompt, entechange_interface_bidge tunnel
2 Press Return. ThH&TM BT Config> prompt is displayed.

3 Enterlist all.

4 Press Return. The report and tieM BT Config> prompt are

displayed.

Example
ATM Config> list all

Network Interface number : 15

Port Type : Bridge Tunnel
PVC (VPI,VCI) : 0,68

Mac Type : Ethernet
LAN FCS :No

Quiality of Service 03

Configuring a LAN Emulation Client Interface

This section describes how to configure an ATM interface serving as a LAN Emulation
Client (LEC) on an Emulated LAN (ELAN). You must also configure the ATM device
on the opposite end of the ELAN. This second device can be, for example, another
VNswitch 900EA, another vendor’'s ATM switch, and servers or workstations directly
attached to the ATM network. Refer to the appropriate documentation provided by the
manufacturer of that device for configuration instructions.

You can perform the following tasks when configuring the ATM logical interface as
an LEC:

« Assign an ELAN name to the logical interface.

» Setthe LEC to identify the LES address automatically or manually.
» Set address resolution parameters.

» Set data frame control parameters.

» Set control frame and Data VCC Timeouts.

« Display current ATM logical interface configuration parameters.
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Caution

It is recommended that the only tasks you perform when configuring a logical
interface as a LEC are assigning an ELAN to the interface, identifying the LES
address, and displaying current configuration settings. It is recommended that you
perform other configuration tasks, such as setting maximum frame size or forward
delay timeponly if you fully understand the effect the change will have on the
entire network.

Assigning an ELAN Name to the Interface

You can identify the ELAN you want the LEC to join by specifying the name of the
ELAN. Typically, the list of valid ELAN names is created by the network
administrator on the LECS. If you do not identify the ELAN the interface is to join, the
LECS directs the connection to a default ELAN compatible with the requirements of
the interface.

To identify the ELAN with which you want the LEC’s logical interface to join,
perform the following steps:

Step Action

1 At the ATM Config> prompt, entechange_le.

2 Press Return. ThH&TM_LEC_Config> prompt is displayed.
3 Enterelan.

4 Press Return. The following message is displayed:

current elanname :oldname

new elanname :

If the ELAN is already assigned a name, the current name is displayed.
If the ELAN is not yet assigned a name, the current name field is blank.

5 Enter the (new) name of the ELAN with which you want the interface to
establish a connection.

6 Press Return. The specified name is set andh LEC_Config>
prompt is displayed.
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Identifying the LES Address

The LECS is, in part, responsible for maintaining identification and location records
of ELANSs that are members of an ATM network. Typically, more than one LES is
configured in an ATM network, and each is responsible for the identification and
location of a subset of ELANs on the network. A LEC, attempting to join a particular
ELAN, must first determine the address of the LES responsible for the ELAN the LEC
is attempting to join.

Identifying which LES is responsible for a target ELAN can be accomplished either
automatically or manually. Automatic identification is managed by the LECS based on
“look-up” tables previously configured by the network administrator. Automatic
identification is the default operational mode. You can choose, however, to disable
automatic identification, and to identify the LES manually by specifying the LES
ATM address as an LEC configuration parameter. If you choose to provide the LES
address manually, the LEC begins the connection process at the Join phase.

Note

Identifying LES addresses is most easily managed on the LAN Emulation
Configuration Server. Managing the address tables centrally on the LECS is easier
than changing the LES address on each VNswitch module, especially when the
physical configuration of a large network changes.

LEC Connection Phases

This section provides a general description of the process any LEC (including the
VNswitch module) must complete to establish a connection to an ELAN. The process
is divided into the five phases described in Table 5-5. Refer to The ATM Forum
Technical Committee’s AN Emulation Over ATMpecification for a detailed

discussion about ATM LEC functional parameters.
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Table 5-5: ELAN Connection Phases

Phase Description

LECS Connect The LEC establishes a connection with the
LECS.

Configuration The LEC obtains the ATM address of a LES.
The LEC may also obtain other configuration
parameters.

Join The LEC establishes its connection(s) with the
LES, and determines the operating parameters
of the ELAN.

Initial Registration The LECmay attempt to register additional

LAN destinations according to the registration
protocol, through which the LEC identifies the
LAN destinations it requires for normal
operation.

BUS Connect The LEC establishes a connection with the
BUS.

Automatic Identification of the LES Address

Automatic identification of the LES ATM address occurs durincConfiguration

phase, described Table 5-. During tte LECS Connecthase, the VNswitch 900EA
establishes a Configuration Direct Virtual Channel Connection (VCC) with the LECS.
This is the connection over which the VNswitch requests the LECS to identify the
address of the LESs responsible for the target EL The LEC sends a configuration
request and the LECS responds with the LES address and other configuration
parameters.

Automatic identification of the LES address is the default setting for the VNswitch
900EA. If, however, you previously configured the VNswitch module for manual
mode and you now want to reset the module to automatic mode, perform the following
steps:

Step Action

1 At the ATM Config> prompt, entechange lec.
2 Press ReturrThe ATM_LEC_Config> prompt is displaye.d
3 Enterset.
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Step

Action

4

Press Return. The ATM Set promgT(M Set LEC Record> )is
displayed.

Enterconfig_mode.

Press Return. The following message is displayed:
Config Mode(automatic(default) or manual):

Enterautomatic.

Press Return. The VNswitch module is set to identify the LES address
automatically through the LECS, and #héM Set LEC Record>
prompt is displayed.

Manual Identification of the LES Address

You can configure the VNswitch module so that you provide the address of the LES
responsible for the target ELAN. The VNswitch 900EA uses this address during the
Join phase (Table 5-5) to establish a Control Direct Virtual Channel Connection
(VCC) with the LES. This is the connection over which the VNswitch module
determines the operating parameters of the ELAN.

To identify the LES address manually, perform the following steps:

Step

Action

1

2
3
4

(6]

At the ATM Config> prompt, entechange_le.
Press Return. ThH&TM_LEC_Config> prompt is displayed.
Entersd.

Press Return. The ATM Set promgT(M Set LEC Record> )is
displayed.

Enterconfig_mode.

Press Return. The following message is displayed:
Config Mode(automatic(default) or manual):

Entermanual.

Press Return. The ATM Set promgT(M Set LEC Record> ) is
displayed.

Enterles_atm_addr.
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Step Action

10 Press Return. An address format template and the following message are
displayed:

Les Atm address:

11 Enter the ATM address of the LES responsible for the ELAN to which
the interface is to connect. The ATM address is a 40 character
alphanumeric string divided into three segments by perigd3 ke first
segment is a 26 character prefix. The second is the End Station Identifier
(ESI) that is equivalent to the MAC address. The third segment is a 2
character selector byte.

Example: 3999990000000008002bb5f380.0000f84de70e.00

The address must be entered using the hexadecimal value, according to
the format indicated by the address format template. Each two-digit
hexadecimal value must be separated by a space. The pedistiswn

in the above example must not be entered.

Example: 39 99 99 00 00 00 00 08 00 2b b5 f3 80 00 00 f8 4d e7 Oe 00

12 Press Return. The VNswitch module is configured to access the LES
identified by the specified address, andAfiéM Set LEC Record>
prompt is displayed.

Setting Address Resolution Parameters

Address resolution is the process by which a LEC associates the MAC address of a
LAN destination with the ATM address of another LEC, or the BUS. This process is
managed by the LAN Emulation Address Resolution Protocol (LE_ARP) which
generates LE_ARP Requests for address information.

You can configure the following parameters that are related to address resolution:
» Expected ARP Response Time

« LE_ARP Request Retries

e Aging the LE_ARP cache

Setting the Expected ARP Response Time

ARP response time is the maximum amount of time a transmitting LEC expects an
LE_ARP response to occur after an LE_ARP request is sent. If the length of time it
takes for the transmitting LEC to receive a response equals or exceeds the expected
time, the LEC initiates a retry.
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To set the Expected ARP Response Time, perform the following steps:

Step

Action

1

2
3
4

(6]

At the ATM Config> prompt, entechange_le.
Press Return. ThH&TM_LEC_Config> prompt is displayed.
Entersd.

Press Return. The ATM Set promgT(M Set LEC Record> ) is
displayed.

Enterarp_response_time

Press Return. The following message is displayed:
Arp Response Time #seconds(default = 1):

Enter the number of seconds within which the transmitting LEC expects
to receive an LE_ARP response after it sends an LE_ARP request. The
range of acceptable values for this parameter is 1 to 30 seconds. The
default is one (1) second.

Press Return. The Expected ARP Response time is set aktiiget
LEC Record> prompt is displayed.

Setting the Number of LE_ARP Request Retries

If a VNswitch LEC interface sends an LE_ARP Request, and a response is not received
within the Expected ARP Response Time, the LEC resends the unanswered LE_ARP
Request, up to a specified number of retries. You can set the number of times the
interface attempts to resend the LE_ARP Request by performing the following steps:

Step

Action

1

2
3
4

(6]

At the ATM Config> prompt, entechange_le.
Press Return. ThH&TM_LEC_Config> prompt is displayed.
Entersd.

Press Return. The ATM Set promgT(M Set LEC Record> ) is
displayed.

Entermax_retry_count.

Press Return. The following message is displayed:
Max Retry Count #(default = 1):
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Step Action

7 Enter the number of seconds within which the transmitting LEC expects
to receive an LE_ARP response after it sends an LE_ARP request. The
range of acceptable values is 0 (zero) to 2. The defaultis 1.

8 Press Return. The Retry Count is set and\ifd Set LEC Record>
prompt is displayed.

Aging the LE_ARP Cache

LEC clients each maintain a table of entries that establishes a relationship between
destination MAC addresses and the ATM address to which data frames for the MAC
address is sent. Each entry in the table is based on address information included in
LE_ARP Responses.

When the LEC receives a frame for transmission, and the destination MAC address is
resident in the LE_ARP cache, the client can forward the frame based on the ATM
address mapping in the table. This eliminates the need to repeatedly generate an
LE_ARP request to determine the destination address. However, the MAC address
may move due to a cabling change or a change in the spanning tree by a downstream
bridge. This results in invalid mapping of MAC addresses to ATM addresses. To
accommodate such changes, entries in the LE_ARP cache are maintained for a limited
period of time, thereby forcing generation of new LE_ARP Requests and verification
of MAC address-to-ATM address mappings.

Each entry in the cache is retained for a period of time equal to either the Aging Time
or Forward Delay Time. Aging time is used to age entries in the cache under normal
operation. Forward delay is used to age entries in the LE_ARP cache when a topology
change is in progress. Refer to The ATM Forum Technical Committee’s “LAN
Emulation Over ATM” specification for a detailed discussion about the conditions
under which the Aging Time and Forward Delay Time are used.

To set Aging Time for entries in the LE_ARP cache, perform the following steps:

Step Action

1 At the ATM Config> prompt, entechange_ le.

2 Press Return. ThH&TM_LEC_Config> prompt is displayed.

3 Entersd.

4 Press Return. The ATM Set promgT(M Set LEC Record> ) is
displayed.

5 Enteragng_time.

Configuring Network Interfaces 5-53



Configuring ATM Physical and Logical Interfaces

Step Action

6 Press Return. The following message is displayed:
Aging Time #seconds(default = 300):
7 Enter the number of seconds each entry in the LE_ARP cache is

retained. The range of acceptable values is 10 to 300 seconds. The
default is 300 seconds.

8 Press Return. The Aging Time is set andAf& Set LEC Record>
prompt is displayed.

To set Forward Delay Time for entries in the LE_ARP cache, perform the following
steps:

Step Action

1 At the ATM Config> prompt, entechange_le.

2 Press Return. ThH&TM_LEC_Config> prompt is displayed.

3 Enterse.

4 Press Return. The ATM Set promgT(M Set LEC Record> ) is
displayed.

5 Enterforward_delay_time.

6 Press Return. The following message is displayed:

Forward Delay Time #seconds(default = 15):

7 Enter the number of seconds each entry in the LE_ARP cache is
retained. The range of acceptable values is 4 to 30 seconds. The default
is 15 seconds.

8 Press Return. The Forward Delay Time is set andTié Set LEC

Record> prompt is displayed.

Setting the Maximum Unknown Frame Count

The Broadcast and Unknown Server (BUS) manages all broadcast and multicast
traffic, and all initial unicast data associated with a MAC address that is unknown by
the LEC. An unknown frame is a unicast frame with an unknown destination MAC
address. You can set the maximum number of unknown frames that a LEC can send to
the BUS within a given period of time.
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Setting the Maximum Number of Unknown Frames

To set the maximum number of unknown frames sent to the BUS, perform the
following steps:

Step Action

1 At the ATM Config> prompt, entechange_le.

2 Press Return. ThH&TM_LEC_Config> prompt is displayed.

3 Enterse.

4 Press Return. The ATM Set promgT(M Set LEC Record> ) is
displayed.

5 Entermax_unknown_frames_count

6 Press Return. The following message is displayed:

Maximum Unknown Frames Count #(default = 1):

7 Enter the maximum number of frames sent within the time specified in
the Setting Unknown Frame Time section. The range of acceptable
values is 1 to 10 frames. The default is 1 frame.

8 Press Return. The Maximum Unknown Frame Count is configured as

specified, and th&TM Set LEC Record> prompt is displayed.

Setting Unknown Frame Time

To set the time period within which the maximum number of unknown frames is not
to be exceeded, perform the following steps:

Step Action

1 At the ATM Config> prompt, entechange_le.

2 Press Return. ThH&TM_LEC_Config> prompt is displayed.

3 Entersd.

4 Press Return. The ATM Set promgT(M Set LEC Record> ) is
displayed.

5 Entermax_unknown frames time.

6 Press Return. The following message is displayed:

Max Unknown Frame Time #seconds(default = 1):
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Step Action

7 Enter the maximum number of seconds within which the maximum
number of unknown frames is not to be exceeded. The range of
acceptable values is 1 to 60 seconds. The default is 1 second.

8 Press Return. The Unknown Frame Time is configured as specified, and
the ATM Set LEC Record>  prompt is displayed.

Setting Control Frame and Data VCC Timeouts
You can set the maximum amount of time a LEC waits for a response after sending a
request. If this value is exceeded, the LEC issues another request.

You can also set the maximum amount of time a Data Direct VCC is allowed to be
inactive (no data frame traffic is transmitted or received). If the Data Direct VCC
timeout value is exceeded, the VNswitch LEC interface releases the VCC.

Setting the Control Frame Timeout

To set the Control Frame Timeout, perform the following steps:

Step Action

1 At the ATM Config> prompt, entechange_le.

2 Press Return. ThH&TM_LEC_Config> prompt is displayed.

3 Entersd.

4 Press Return. The ATM Set promgT(M Set LEC Record> ) is
displayed.

5 Entercontrol_timeout.

6 Press Return. The following message is displayed:
Control timeout #seconds(default=120):

7 Enter the maximum number of seconds request and response control
frame interactions are to occur. The range of acceptable values is 10 to
300 seconds. The default is 120 seconds.

8 Press Return. The Control Timeout value is configured as specified, and

the ATM Set LEC Record>  prompt is displayed.
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Setting the VCC Timeout Value
To set the VCC Timeout, perform the following steps:

Step Action

1 At the ATM Config> prompt, entechange_le.

2 Press Return. ThH&TM_LEC_Config> prompt is displayed.

3 Enterse.

4 Press Return. The ATM Set promgT(M Set LEC Record> ) is
displayed.

5 Entervcc_timeout

6 Press Return. The following message is displayed:
Vcc Timeout Period #minutes(default = 20):

7 Enter the amount of time after which an inactive Data Direct SVC
should be closed. The default is 20 minutes.

8 Press Return. The VCC Timeout value is configured as specified, and

the ATM Set LEC Record>  prompt is displayed.

Setting the Maximum Frame Size

The Maximum Frame Size specifies the maximum data frame size the LEC can send
on a Multicast Send VCC, or receive on the Multicast Send VCC or the Multicast
Forward VCC. This parameter also specifies the maximum frame size for all LEC Data
Direct VCCs.

ELAN services require that the maximum frame size is the same for all LECs
belonging to a specific ELAN. All LECs that are members of an ELAN patrticipate in

a negotiation process to determine the maximum frame size used on the ELAN. The
value set on the LEC should not exceed the Maximum Frame Size set on the LES. You
can set the Maximum Frame Size to either 1516 octets, or 4544 octets. The default
VNswitch LEC Maximum Frame Size is 1516 octets. The value you enter is the size
requested in the configuration message. The actual value used may be smaller,
depending on the results of the negotiation process.

To set the Maximum Frame Size, perform the following steps:

Step Action

1 At the ATM Config> prompt, entechange_le.

2 Press Return. ThH&TM_LEC_Config> prompt is displayed.
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Step

Action

3
4

Entersg.

Press Return. The ATM Set promgT(M Set LEC Record> ) is
displayed.

Entermax_frame_size

Press Return. The following message is displayed:
Max Frame size #(1516(default) or 4544):

Enter the maximum frame size you want to set. The values you can enter
are 1516 or 4544. The default is 1516 octets.

Press Return. If you are changing the frame size to a greater value than
was previously set, the following message andXhs! Set LEC
Record> prompt are displayed:

Warning: New frame size is larger than current
size.

Restart VNswitch to use new size.

If are changing the frame size to a smaller value than was previously set,
the Maximum Frame Size is configured as specified, andThSet
LEC Record> prompt is displayed.

If you are changing the frame size to a greater value than was previously
set, restart the module according to the instructions provided in Chapter
10.

Setting the Flush Timeout

LECs can transmit unicast frames to the same destination LAN address through either
the BUS or a data direct VCC at different times. To avoid the possibility that frames
are sent out of order, because of the dual paths, a procedure known as the Flush
Message Protocol is used. The flush protocol requires that the LEC transmit an
LE_Flush_Request on the previously used path, before switching to the second path.
An LE_Flush_Response must be returned to the sender by the destination client. When
the LEC that originated the flush request receives the response, the old path is clear of
data and the originating LEC begins using the new path.
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You can set the maximum amount of time that the LEC waits to receive an
LE_Flush_Response after it sends a request. If this period of time is exceeded, the
originating LEC begins using the new path. To set the Flush Timeout value, perform
the following steps:

Step Action

1 At the ATM Config> prompt, entechange_le.

2 Press Return. ThH&TM_LEC_Config> prompt is displayed.

3 Entersd.

4 Press Return. The ATM Set promgT(M Set LEC Record> ) is
displayed.

5 Enterflush_timeout

6 Press Return. The following message is displayed:

Flush Timeout #seconds(default = 4):

7 Enter the maximum number of seconds the LEC waits to receive an
LE_Flush_Response after it sends a request. The range of acceptable
values is 1 to 4 seconds. The default is 4 seconds.

8 Press Return. The Flush Timeout value is configured as specified, and

the ATM Set LEC Record>  prompt is displayed.

Setting Path Switching Delay

You can set the period of time after which a LEC assumes a data frame it transmits is
either delivered to its destination, or discarded. Flush Timeout is ignored if the Path
Switching Delay value is lower than the Flush Timeout.

To set the Path Switching Delay, perform the following steps:

Step Action

1 At the ATM Config> prompt, entechange_le.

2 Press Return. ThH&TM_LEC_Config> prompt is displayed.

3 Entersd.

4 Press Return. The ATM Set promgT(M Set LEC Record> ) is
displayed.

5 Enterpath_switching_delay.
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Step Action

6 Press Return. The following message is displayed:
Path Switch Delay #seconds(default = 6):
7 Enter the number of seconds after which an LEC assumes a data frame

it transmits is either delivered to its destination, or discarded. The range
of acceptable values is 1 to 8 seconds. The default is 6 seconds.

8 Press Return. The Path Switching Delay value is configured as
specified, and th&TM Set LEC Record> prompt is displayed.

Displaying Current ATM LEC Configuration Parameters

You can display specific information about various ATM LEC configuration settings.
To display configuration information, perform the following steps:

Step Action

1 At the ATM Config> prompt, entechange_le.
2 Press Return. ThH&TM_LEC_Config> prompt is displayed.
1 Enterlist command wherecommandis the command you must enter

to display the desired information. Refer to Table 5-6 for a list of
commands, and for a description of the type of information that is
displayed when you enter the command.

2 Press Return. The desired information and aA&M_LEC_Config>
prompt is displayed.
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Example
ATM_LEC_Config> list all

Config Mode - Auto

Mac Type : Ethernet

Max Frame size : 1516

ELan Name :

Control timeout(seconds) 1120
Max Unknown Frames Count 01
Max Unknown Frame Time(seconds) : 1
Vce Timeout Period(seconds 11200
Max Retry Count 01

Aging Time(seconds) : 300
Forward Delay Time(seconds) : 15
Arp Response Time(seconds) 01
Flush Timeout(seconds) 14

Path Switch Delay(seconds) 16

Lec Mac Address : 00-00-F8-4E-56-0E

Les Atm address:
399999000000000000F84EEE80.0000F84EEE91.00
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Table 5-6: List Command Options and Descriptions  for ATM Logical
Configurations

Command Description

canfig_mode Lists whethe identification of the LES address
is set to automatic or manual mode.

mac_type Lists the frame type used by the ATM LEC.
The frame type is always Ethernet.

max_frame_size Displays the maximum frame size requested
for the LEC on this interface.

elan_name Lists the name of the ELAN with which the
LEC is associated.

control _timeout Display: thetimeout value of LECS and LES
requests.

max_unknown_frames_count  Displays the maximum number of unknown
frames that an LEC can send to the BUS within
the time period specified by the unknown-
frame-time-max parameter.

max_unknown_frames_ime Display: the time period within which the
maximum number of unknown frames is not to
be exceeded.

vce_timeout Lists the maximum amount of time a Data
Direct VCC is inactive (no data frame traffic is
transmitted or receive before the VCC is
released.

max_retry count Displays the number of times the LEC attempts
to resend an LE_ARP Request when the
Expected LE_ARP Response Time is
exceeded.

acing-time Lists the aging time value used to limit the
amount of time entries in the LE_ARP cache
are retained

forward_delay_time Lists the forward delay value used to limit the
amount of time entries in the LE_ARP cache
are retained.

arp_response_time Displays themaximum amount of time, in
secondsa LEC waits before retrying a
LE_ARP Request.
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Command Description

flush_timeout Displays the maximum amount of time that the
LEC waits to receive an LE_Flush_Response
before starting to use the new channel.

path_switching_delay Displays the period of time after which an LEC
assumes a data frame it transmits is either
delivered to its destination, or discarded. Flush
Timeoutis ignored if the Path Switching Delay
value is lower than the Flush Timeout.

lec_mac_addr Displays the local unicast MAC addresses
assigned to the LEC interface.

les atm_addr Lists whether identification of the LES address
is set to automatic mode or manual mode.
Automatic identification is managed by the
LECS based on “look-up” tables previously
configured by the network administrator.
Manual mode enables you to specify the LES
ATM address as an LEC configuration
parameter.

=3

Displays information associated with all of the
above commands.
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Configuring the Address Resolution Protocol

When a network device sends an IP packet, the transmitting device must first
determine the MAC address associated with the IP address in the packet. The Address
Resolution Protocol (ARP) is responsible for determining the MAC-to-IP address
mapping. ARP does so by broadcasting an ARP Request that includes the IP address
of the destination. The destination node then responds to the request by providing its
MAC address to the original node that requested the information. The original node
retains the mapped addresses in an ARP cache for later use. This MAC-to-IP address
learning process is typically handled automatically by ARP. Under certain conditions,
however, you may need to map an IP address to its associated MAC address manually.
You may need to do so, for example, if ARP is not running on the destination node.

You can perform the following tasks when configuring ARP:
* Add and change ARP cache entries manually.

* Delete a manually entered ARP entry.

« Manage the time that learned entries are retained.

« Display information about the current configuration.

Adding and Changing ARP Cache Entries Manually

On a VNswitch module, manually entered ARP cache entries are configured on a per
interface basis. A separate ARP cache is, therefore, retained for each interface. You
cannot change a learned entry.

To manually map an IP address to a MAC address for an interface, or to change an
existing manual entry, perform the following steps:

Step Action

1 At the Config prompt, entggrotocol, followed byarp. The default
protocol selection ibridge.

Example: Config> protocol arp

2 Press Return. The ARP configuration promRP config> ) is
displayed.
3 If you want to add a new ARP entry, enageld entry .

If you want to change an existing ARP entry, egtexnge_atry .

4 Press Return. The following message is displayed:
Interface Number [0]?
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Step Action

5 Enter the number of the logical interface for which you want to create or
change an IP-to-MAC address entry.

6 Press Return. The following message is displayed:
IP Address [0.0.0.0]?

7 Enter the IP address of the device for which you want to create or change
an entry.
8 Press Return. The following message is displayed:

Mac Address []?

9 Enter the MAC address of the device for which you want to create or
change an entry. The address must be entered using the format
08002bAABBCC. Hyphens (-) and colons () are not allowed.

10 Press Return. The IP-to-MAC address entry is created or modified as
specified, and th&RP config> prompt is displayed.

11 Restart the module if you want the new configuration settings to take
effect.

Deleting a Manually Entered ARP Entry
You can delete ARP cache entries that were previously entered manually. You cannot
delete learned entries. Learned entries are automatically aged out of the cache.

To delete an existing IP-to-MAC address ARP entry that was previously added
manually, perform the following steps:

Step Action

1 At the Config prompt, entggrotocol, followed byarp. The default
protocol selection ibridge.

Example: Config> protocol arp

2 Press Return. The ARP configuration promRP config> ) is
displayed.

3 Enterdelete entry .

4 Press Return. The following message is displayed:

Interface Number [0]?

5 Enter the number of the logical interface for which you want to delete
an IP-to-MAC address entry.
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Step Action

6 Press Return. The following message is displayed:
IP Address [0.0.0.0]?

7 Enter the IP address of the device for which you want to delete an IP-to-
MAC address entry.

8 Press Return. The IP-to-MAC address entry is deleted, ariRRe
config> prompt is displayed.

9 Restart the module if you want the new configuration settings to take
effect.

Managing the Time That Learned Entries Are Retained

As long as an IP-to-MAC address entry is in the ARP cache, the VNswitch module can
transmit data directly to their associated device without rebroadcasting ARP requests.
This helps maintain network performance by reducing the need to repeatedly broadcast
ARP requests for active communication between two devices.

The VNswitch module retains learned ARP cache entries for a set period of time
managed by a Refresh Timer and an Auto-Refresh function. The Refresh Timer
specifies the amount of time a learned entry is retained before the module attempts to
reverify the presence of the device. The verification process is referred to as Auto-
Refresh. Auto-Refresh is the process that attempts to verify that the device associated
with a learned ARP entry still exists. The Refresh Timer and Auto-Refresh function do
not affect ARP cache entries that are entered manually.

Setting the Refresh Timer

The Refresh Timer specifies the amount of time a learned entry is retained before the
module attempts to verify the presence of the device. The default is 5 minutes. If the
entry is no longer valid, the entry is deleted from the cache and the VNswitch module
must relearn the mapping the next time it attempts to transmit data to the same IP
address. If, before the Refresh Time expires, the VNswitch module detects verification
of an entry through an ARP Request sent by another device, the entry is retained and
the Refresh Timer is restarted. Similarly, if the Refresh Time is about to expire, the
VNswitch module attempts to verify the entry by sending its own ARP Request. If the
entry is still valid, the entry is retained and the Refresh Timer is restarted.
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cache is retained. To set the Refresh Timer, perform the following steps:

Step

Action

1

At the Config prompt, entggrotocol, followed byarp. The default
protocol selection ibridge.

Example: Config> protocol arp

Press Return. The ARP configuration promRP config> ) is
displayed.

Enterset refresh-timer.

Press Return. The following message is displayed:
timeout (in minutes) [5]?

The factory defaultis 5 minutes. If the factory default was modified, the
default is the most recent setting.

Enter the number of minutes after which you want ARP to attempt to
verify the ARP entry is still valid. The number must be a whole number
in the range ol to 65535minutes. A value of zero (0) disables the
refresh timer.

Press Return. The Refresh Timer is set as specified, addihe
config> prompt is displayed.

Restart the module if you want the new configuration settings to take
effect.

Enabling and Disabling Auto-Refresh

Auto-Refresh is the process that attempts to verify that a device still exists when its

learned entry in the ARP cache exceeds the Refresh Timer. You can enable and disable

Auto-Refresh. When enabled, Auto-Refresh initiates verification shortly before the

Refresh Time is exceeded. When disabled, the verification process does not occur and

the learned ARP entry is deleted if no active communication is otherwise initiated
between the devices before the Refresh Time is exceeded. The factory default is
disabled. If the factory default was modified, the default is the most recent setting.

To enable or disable Auto-Refresh, perform the following steps:

Step

Action

1

At the Config prompt, entggrotocol, followed byarp. The default
protocol selection ibridge.

Example: Config> protocol arp
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Step Action

2 Press Return. The ARP configuration promfRP config> ) is
displayed.
3 If you want to disable Auto-Refresh, entisable aito-refresh.

If you want to enable Auto-Refresh, enggble auto-refresh.

4 Press Return. Auto-Refresh is disabled or enabled as specified.
5 Restart the module if you want the new configuration settings to take
effect.

Displaying Information About the Current Configuration

To display information about the current ARP configuration, perform the following
steps:

Step Action

1 At the Config prompt, entggrotocol, followed byarp. The default
protocol selection ibridge.

Example: Config> protocol arp

2 Press Return. The ARP configuration pronfRP config> ) is
displayed.
3 Enterlist option, whereoptionis the command you must enter to

display the desired information. Refer to Table 5-7 for a list of
commands and for a description of the information that is displayed
when you enter the command.

4 Press Return. The desired information and a ARK config>
prompt is displayed.

Example
ARP config> list all

ARP configuration:

Refresh timeout: 8 minutes

Auto refresh: enabled

Mac address translation configuration

Ifc # Prot# Protocol -> Mac address

1 0 16.20.48.79 -> 112233445566
1 0 16.20.48.68 -> 112233445566
2 0 16.20.48.89 -> 223344556677
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Table 5-7: List Command Options and Descriptions  for ARP
Configurations

Command Description

entry The following information is listed for each
ARP cache entry added manually:

¢ The number of the interface with which the
entry is associated

* The IP address and MAC address for the
entry

config The following information is listed about the
length or time ARP is configured to retain
entries added manually:

e The Refresh Timer value in minutes
* Whether Auto-Refresh is enabled or
disabled

all All the information described for both the
entry andconfig options are displayed.
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Chapter 6

Monitoring Network Interfaces

Overview

Introduction

This chapter provides information about how to monitor a VNswitch module’s
Ethernet, Fast Ethernet, FDDI, and ATM network interfaces.

In This Chapter
The following topics are covered in this chapter:

Topic Page
Displaying the Interface Number and Type 6-2
Monitoring an Ethernet Interface 6-5
Monitoring a Fast Ethernet Interface 6-9
Monitoring an FDDI Interface 6-14
Monitoring an ATM Interface 6-19
Monitoring Packet Statistics and Error Counts 6-24
Clearing Interface Counters 6-34
Testing an Interface 6-35
Displaying Interface Test Results and MAC Type 6-33
Monitoring the Address Resolution Protocol 6-37
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Displaying the Interface Number and Type

You can display the number assigned to a logical interface and the interface type
(Ethernet, Fast Ethernet, FDDI, or ATM).

To list a VNswitch module's logical interface numbers and types, perform the
following steps:

Step Action

1 At the Monitor prompt <), enterconfiguration.

2 Press Return. A report that includes general information about the
switch is displayed, including the number associated with each type of
interface.

Example

The following is an example of the information displayed for an FDDI module. The
report is divided into three sections. The first section includes switch identification
information, state information about the watchdog timer and auto-boot switch, and the
console baud rate. The interface number is displayed in the third section of the report.
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The first two sections include general information about the switch and supported
protocols. Refer to Table 6-1 for a description of the third section of the report that
includes the interface number.

+configuration

VNswitch 900EF, 12 Enet 1 FDDI,#1083,SW=V1.0
Hostname: mdt_pe

Watchdog timer enabled

Auto-boot switch disabled

Console baud rate: 9600

Num Name Protocol

3 ARP Address Resolution

11 SNMP Simple Network Management Protocol
23 BRIDGE Transparent Bridge

24 HST TCP/IP Host Services

14 Interfaces:
Ifc Name MAC/Data-Link Hardware State

0 Vnbus/0O VNbus-encapsulation VNbus Up

1 Eth/0  Ethernet/I[EEE 802.3 Ethernet/802.3 Up

2 Eth/1  Ethernet/IEEE 802.3 Ethernet/802.3 Up

3 Eth/2  Ethernet/IEEE 802.3 Ethernet/802.3 Up

4 Eth/3  Ethernet/IEEE 802.3 Ethernet/802.3 Up

5 Eth/4  Ethernet/IEEE 802.3 Ethernet/802.3 Testing
6 Eth/5 Ethernet/IEEE 802.3 Ethernet/802.3 Up

7 Eth/6  Ethernet/IEEE 802.3 Ethernet/802.3 Up

8 Eth/7  Ethernet/IEEE 802.3 Ethernet/802.3 Disabled
9 Eth/8  Ethernet/IEEE 802.3 Ethernet/802.3 Up

10 Eth/9  Ethernet/IEEE 802.3 Ethernet/802.3 Up

11 Eth/10 Ethernet/I[EEE 802.3 Ethernet/802.3 Down
12 Eth/11 Ethernet/IEEE 802.3 Ethernet/802.3 Up
13 FDDI/0O FDDI/IEEE 802.2 FDDI Up

Table 6-1: Description of the Interface Information Displayed

Information Displayed Description
Ifc Physical and logical interface number.
Name Interface type (Ethernet, Fast Ethernet, FDDI,

ATM LEC, ATM FDDI Bridge Tunnel, and so
on), followed by a number indicating the
instance within this type. Instance numbering
starts at zero.

MAC/Data Link Type of MAC/data link configured for the
interface.
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Information Displayed Description
Hardware Interface hardware ty.e
State Current state of the interface. The following

states are possible:

e Up— The interface is connected and
operational

* Dowr — The interface is not operational
and failed self-test

» Disabled — The interface is either
temporarily or permanently disabled

e Testing — The interface is in the
process of completing a self-test

« Not present — Power-up (restart)
diagnostics detected a fault on the interface
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Monitoring an Ethernet Interface

This section provides information about how to monitor an Ethernet interface.
Monitoring includes the ability to display specific information about operational
states, activity counters, and various interface configuration settings.

To monitor the interface, perform the following steps:

Step Action

1 At the Monitor prompt {), enterinterface statistics, followed by the
number of the interface you want to monitor. The Ethernet interfaces are
numbered 1 through 12 on a VNswitch 900EX, 900EF, or 900EA
module. The interfaces are numbered 1 through 24 on a VNswitch
900EE module.

2 Press Return. Information about operational states, activity counters,
and various interface configuration settings is displayed.

Example

The following is an example of the information displayed. Refer to Table 6-2 for a
description of the information.

+interface statistics 1

Self-Test Self-Test Maintenance
Ifc Ifc’'Name CSR Vec Passed Failed Failed
1 1 Eth/0O 9000000 O 0 2424 0
Ethernet/IEEE 802.3 MAC/data-link on Ethernet/802.3 interface

Physical address 0000F84EB802 Network Speed 10 Mbps
PROM address 0000F84EB802 Duplex mode half
Shared hardware errors 0

Input statistics:

failed, frame too long 0 failed, FIFO overrun 0
packets missed 0 runts 0
internal hardware errors 0

Output statistics:

deferred transmission 0 single collisions 0
multiple collisions 0 total collisions 0
excess collisions 0 failed, FIFO underrun 0
failed, carrier sense err 0 SQE testerr 0
late collision 0 jabber 0

internal hardware errors 0
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Table 6-2: Description of the Monitoring Information Displayed for

Ethernet

Information Displayed

Description

Ifc
Ifc’

Name

CSR

Vec

Self-Test Passed

Self-Test Failed

Maintenance Failed

Physical address

PROM address

Shared hardwa errors

Network speed

Duplex mode
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Physical and logical interface number.
Not applicable on VNswitch module.

Interface type (Ethernet, Fast Ethernet, FDDI,
ATM LEC, ATM FDDI Bridge Tunnel, and so
on), followed by a number indicating the
instance within this type. Instance numbering
starts at zero.

The value in tis field is not applicable to the
VNswitch module.

The value in this field is not applicable to the
VNswitch module.

Number of times the interface passed self-test
since it was last restarted.

Number of times the interface failed diagnostic
self-test since it was last restarted.

Number of times the interface failed
maintenance tests since it was last restarted.

Ethernet address of the interface currently in
use. This may be the PROM address or an
address overwritten by another protocol.

Permanent unique Ethernet address in the
PROM for this Ethernet interface.

Number of internal hardware errors that do not
fall into any other category of counters listed in
this table. These errors are related to hardware
shared by multiple interfaces, but are not
specific to any one interface.

Speed of the network interface.

Duplex setting for which the interface is set
(half-duplex or full-duplex mode).
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Information Displayed Description

Input statistics: failed, frame too Number of times the interface receives a frame

long

Input statistics: packets missed

that is larger than the maximum size of an
Ethernet frame (1518 bytes).

Number of times the interface attempted to
receive a packet, but the local packet buffer is
full. This error indicates that the network has
more traffic than the interface can handle.

Input statistics: internal hardware Number of internal hardware errors related to

errors

Input statistics: failed, FIFO
over-run

Input statistics: runts

Output statistics: deferred
transmission

Output statistics: multiple
collisions

Output statistics: excess
collisions:

Output statistics: failed, carrier
sense err

Output statistics: late collision

packet reception that do not fall into any other
category of counters listed in this table. These
errors are related to a specific interface.

Number of times the Ethernet chipset is unable
to store bytes in the local packet buffer as fast
as they come off the wire.

Number of frames, shorter than 64 bytes,
received by the interface since the last restart.

Number of times the carrier sense mechanism
detects line activity causing the interface to
defer transmission.

Number of packets involved in multiple
collisions before they are successfully
transmitted.

Number of packets for which transmission
fails due to 16 successive collisions on a given
interface. This error indicates a high volume of
network traffic or hardware problems with the
network.

Number of times the carrier sense condition
was lost or never asserted when attempting to
transmit a packet on a given interface. This
error indicates a problem between the interface
and its Ethernet transceiver.

Number of times that a collision is detected on
a given interface later that 512 bit times into
the transmission of a packet. This error
indicates that an interface on the network failed
to defer, or that the network is not properly
configured.
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Information Displayed Description
Output statistics: internal Number of internal hardware errors related to
hardware errors packet transmission that do not fall into any

other category of counters listed in this table.
These errors are related to a specific interface.

Output statistics: single Number packets that have experienced exactly
collisions one collision and are then successfully
transmitted.

Output statistics: total collisions ~ Sum of single collisions plus multiple
collisions.

Output statistics: failed, FIFO  Number of times a packet transmission fails

underrun due to the inability of the interface to retrieve
packets from the local packet buffer fast
enough to transmit them on the network.

Output statistics: SQE test error  Number of times the interface sends a packet
but detects that the transceiver has no
heartbeat. The packet is treated as successfully
transmitted because some transceivers do not
generate heartbeats.

Output statistics: jabber Number of times the interface attempted to
transmit for an excessive period of time
(between 20 and 150 milliseconds).
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Monitoring a Fast Ethernet Interface

This section provides information about how to monitor a Fast Ethernet interface.
Monitoring includes the ability to display specific information about operational
states, activity counters, and various interface configuration settings.

To monitor the interface, perform the following steps:

Step Action

1 At the Monitor prompt ), enterinterface gtatistics, followed by the
number of the interface you want to monitor. The two Fast Ethernet
interfaces on a VNswitch 900EX module are numbered 13 and 14.

Press Return. Information about operational states, activity counters,
and various interface configuration settings is displayed.
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Example

The following is an example of the information displayed. Refer to Table 6-3 for a
description of the information.

+interface statistics 13

Self-Test Self-Test Maintenance

Ifc Ifc' Name CSR Vec Passed Failed Failed
13 13 Eth/12 8000000 O 1 41825 0

Ethernet/IEEE 802.3 MAC/data-link on 100 Mb/s Ethernet interface
Physical address 0000F8486EOE Network Speed 100 Mbs
PROM address 0000F8486EOE Duplex mode FULL
MAU Status:

type 100BASE-TX_FDX connector RJ45 s

state operational jabber state no jabber

media available state available jabber state enters 0

media avail state exits 1 false carriers 1

auto-negotiation state complete

remote signaling detected

advertised capabilities 100BASE-TX FULL DUPLEX
100BASE-TX HALF DUPLEX
10BASE-T FULL DUPLEX
10BASE-T HALF DUPLEX

remote capabilities 100BASE-TX FULL DUPLEX
100BASE-TX HALF DUPLEX
10BASE-T FULL DUPLEX
10BASE-T HALF DUPLEX

Input statistics:

failed, frame too long 0 failed, FCS error 0
failed, alignment error 0 failed, FIFO overrun 0
runts 0

Output statistics:
deferred transmission 0 total collisions

0
failed, excess collisions 0 late collisions 0

Table 6-3: Description of the Monitoring Information Displayed for Fast

Ethernet
Information Displayed Description
Ifc Physical and logical interface number.
Ifc’ Not applicable on VNswitch module.
Name Interface type (Ethernet, Fast Ethernet, FDDI,

ATM LEC, ATM FDDI Bridge Tunnel, and so
on), followed by a number indicating the
instance within this type. Instance numbering
starts at zero.
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Information Displayed

Description

CSR

Vec

Self-Test Passed

Self-Test Failed

Maintenance Failed

Physical address

PROM address

Network speed

Duplex mode

MAU status: type

MAU status: state

MAU status: media available

state

The value in this field is not applicable to the
VNswitch module.

The value in this field is not applicable to the
VNswitch module.

Number of times the interface passed self-test
since it was last restarted.

Number of times the interface failed diagnostic
self-test since it was last restarted.

Number of times the interface failed
maintenance tests since it was last restarted.

Ethernet address of the interface currently in
use. This may be the PROM address or an
address overwritten by another protocol.

Permanent unique Ethernet address in the
PROM for thi¢ Fas Ethernet interface.

Current operating speed of the network
interface.

Duplex setting for which the interface is set
(half-duplex or full-duplex mode).

Current operational type and mode (10Base-T
full-duplex mode, 10Base-T half-duplex, 100
base-TX full-duplex mode, or 100 base-TX
half-duplex mode) of the Medium Attachment
Unit (MAU) as determined by either the
autonegotiation function, or if autonegotiation
is disabled or is not implemented, the default
speed and duplex mode settings.

Current operational status of the MAU
associated with the interface. Possible states
are: Operational, Not present, Unknown, and
Other.

Status of the MAU’s connection to the physical
medium. Possible states are: Available, Not
available, Remote fault, Unknown, and Other.
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Information Displayed Description

MAU status: media available
state exists

MAU status: connector

MAU status: jabber state

MAU status: jabber state enters

MAU status: false carriers

Auto-negotiation state

Remote signalling

Advertised capabilities

Remote capabilities

Input statistics: failed, frame too
long
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Number of times the MAU is in the media
available state, and then changes to another
state.

Type of physical connector used by the MAU.
Possible connector types are: RJ-45s and fiber
SC.

Jabbering is the state to which the MAU
transitions if it transmits for an excessive
period of time (26 milliseconds). While in
jabber state mode, the MAU disables any
further transmission onto the medium until the
interface stops transmitting to the MAU for
approximately 750 milliseconds. (Applicable
to 10Base-T mode only) Possible states are
Jabbering and Not jabbering.

Number of times the MAU detected a jabber
condition. (Refer to MAU status: jabber state).

Number of times the carrier sense is asserted
without a J/K symbol detection. (Applicable to
100Base-TX and -FX mode only).

Current status of the auto-negotiation process.
Possible states are: Configuring, Complete,
Disabled, and Parallel detect failed.

This field indicates whether the remote device
is using auto-negotiation signalling.

This field displays the list of supported modes
of operation (100Base-TX full-duplex,
100Base-TX half-duplex, and so on) that the
MAU is advertising to the remote device.

This field displays the list of advertised modes
of operation (100Base-TX full-duplex,
100Base-TX half-duplex, and so on) received
from the remote device.

Number of times the interface receives a frame
that is larger than the maximum size of an
Ethernet frame (1518 bytes).
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Information Displayed Description

Input statistics: failed, alignment Number of times the interface receives a

error

Input statistics: runts

Input statistics: failed, FCS error

Input statistics: failed, FIFO
overrun

Output statistics: deferred
transmission

Output statistics: failed, excess
collisions

Output statistics: total collisions

Output statistics: late collisions

packet with a length that is not a multiple of
eight bits.

Number of frames, shorter than 64 bytes,
received by the interface since the last restart.

Number of packets received on a given
interface that do not pass the Frame Check
Sequence (FCS) test.

Number of times the Fast Ethernet chipset is
unable to store bytes in the local packet buffer
as fast as they come off the wire.

Number of times the carrier sense mechanism
detects line activity causing the interface to
defer transmission.

Number of packets for which transmission
fails due to 16 successive collisions on a given
interface. This error indicates a high volume of
network traffic or hardware problems with the
network.

Total number of collisions a packet incurs.

Number of times that a collision is detected on

a given interface later that 512 bit times into
the transmission of a packet. This error
indicates that an interface on the network failed
to defer, or that the network is not properly
configured.
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Monitoring an FDDI Interface

This section provides information about how to monitor the FDDI interface.
Monitoring includes the ability to display specific information about operational
states, activity counters, and various interface configuration settings.

To monitor the interface, perform the following steps:

Step Action

1 At the Monitor prompt ), enterinterface gtatistics, followed by the
number of the interface you want to monitor. The number is 13 for an
FDDI interface.

2 Press Return. Information about operational states, activity counters,
and various interface configuration settings is displayed.

Example

The following is an example of the information displayed. Refer to Table 6-4 for a
description of the information.

+interface statistics 13
Self-Test Self-Test Maintenance
Ifc Ifc'Name CSR Vec Passed Failed Failed
13 13 FDDI/1 0 0 3 4 0
FDDI/IEEE 802.2 MAC/data-link on FDDI interface

UNA: 0000F8000000 -> MLA: 08002BB4FESE -> DNA: 0000F8000000

Policy: reject A-A B-B M-M Ring Inits: 15
Bypass: False Purger State: purgerOff FDX State: fdxldle
Station: Das ECM: In CFM: isolated  RMT: Isolated
Interfacel3A/M: (PHY A, connecting)

LEM Rejects: 0 LCT Fail Ct: 0 LEMCt : 0

Alarm  :107-8 Cutoff :10"-8  Estimate: 10"-15
Interfacel3B/S: (PHY B, connecting)

LEM Rejects: 0 LCT Fail Ct: 0 LEMCt : 0

Alarm : 1078 Cutoff :107-8 Estimate: 10"-15

T_Neg:7.9872ms  TVX:2.51904ms T_Max:167.77216ms
T_Req:7.9872ms  T_Notify : 10s  Ring Latency : 0.0ms

Beacon Rcv: 0 Beacon Xmt: O Trace Rcv: 0 Trace Xmt: O
Frame Ct: 531070549 Frame Errors: 0 Frames Lost: 0
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Table 6-4: Description of the Monitoring Information Displayed for FDDI

Information Displayed

Description

Ifc
Ifc’

Name

CSR
Vec

Self-Test Passed

Self-Test Failed

Maintenance Failed

UNA:

MLA:

DNA:

Policy:

Bypass:

Physical and logical interface number.
Not applicable on VNswitch module.

Interface type (Ethernet, Fast Ethernet, FDDI,
ATM LEC, ATM FDDI Bridge Tunnel, and so
on), followed by a number indicating the
instance within this type. Instance numbering
starts at zero.

This field is not active for the FDDI interface.
This field is not active for the FDDI interface.

Number of times the interface passed self-test
since it was last restarted.

Number of times the interface failed diagnostic
self-test since it was last restarted.

This field is not active for the FDDI interface.

Address of the upstream neighbor, displayed in
canonical format.

VNswitch module MAC addres of the FDDI
interface, displayed in canonical format.

Address of the downstream neighbor,
displayed in canonical format.

Shows the PHY port type connection
combinations not allowed (rejected) on the
interface’s PHY ports. For exampreject
A-AB-BM-M ,indicates a link between PHY
A port on one concentrator and PHY A port on
a second concentrator is not allowed. PHY B
port-to-PHY B port and PHY M port-to-PHY
M port are also not allowed.

A value orTrue indicates an optical bypass
relay (OBR) is presenFalse indicates an
OBR is not present.
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Information Displayed

Description

Purger State:

FDX State:

Station:

ECM:

CFM:

RMT:

Interface13A/M:
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Indicates the state of the Ring Purger. Possible

states include: Purger Off, Candidate,

Nonpurger, and Purger. Refer to Chapter 5 for
information about how to set the Ring Purger.

Indicates whether full-duplex mode is active or
idle on the FDDI interface. Possible states
include: fdx Idle, fdx Operation, fdx Request,

and fdx Confirm. A value of fdx Operation

indicates the interface is set to full-duplex
mode and a full-duplex circuit was established

following auto-negotiation. A value of fdx Idle

indicates the interface is either set to half-

duplex mode, or set to full-duplex mode but a

half-duplex circuit was established following

auto-negotiation. The fdx Request and fdx
Confirm states are transitional states. Refer to
Chapter 5 for information about how to set the

interface for full-duplex or half-duplex mode.

Displays the station type to which the interface
is set. Possible values include DAS, SAC, or

SAS. Refer to Chapter 5 for information about

how to set the Station Type.

Displays the FDDI Entity Connection
Management (ECM) state. ECM controls and
manages the optical bypass. Possible states
include: In, Out, Trace, Leave, Path-Test,
Insert, Deinsert, and Check.

Displays the FDDI Configuration

Management State (CFM) state. Possible states
include: Isolated, Local-a, Local-b, Local-ab,
Local-s, Wrap-a, Wrap-b, Wrap-ab, Wrap-s,

C-wrap-a, C-wrap-b, C-wrap-s, and Thru.

Identifies the Ring Management (RMT)

software monitoring the state of the ring.

Possible values include: Isolated, Non-Op,
Ring-Op, Non-Op-Dup, Ring-Op-Dup,
Directed, and Trace.

Indicates the state of the PHY port. Possible

states include Disabled, Connecting, Stand By,
and Active.
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Information Displayed

Description

LEM Rejects:

LCT Fail Ct:

LEM Ct:

Alarm:

Cutoff:

Estimate:

T_Neg:
TVX:

T_Max:

T_Req:

T_Notify:

Ring Latency:

Displays the number of times the Link Error
Monitor detects a link was rejected.

Displays the number of times the link
confidence test failed since the last restart.

Displays the total number of link error events
that occurred since the last restart.

Displays the currently configured Set PHY
LER-Alarm value. Refer to Chapter 5 for
information about how to set the Link Error
Rate Alarm.

Displays the currently configured Set PHY
LER-Cutoff value. Refer to Chapter 5 for
information about how to set the Link Error
Rate Cutoff.

Displays the estimated bit error rate based on
link monitoring.

Displays the token rotation time.

Displays the Valid Transmission Timer
setting. This value is the maximum amount of
time the interface waits to receivevaid data
frame. Refer to Chapter 5 for information
about how to set the Valid Transmission
Timer.

Displays the Maximum Token Rotation Time
(tmax-lower-bound). Refer to Chapter 5 for
information about how to set this value.

Displays the Requested Token Rotation Time
(t-req). Refer to Chapter 5 for information
about how to set this value.

Displays how often the interface generates
Neighbor Information Frames (NIF) to
neighbor nodes. This parameter is not user-
configurable.

Amount of time it takes for data to make one
rotation around the ring.
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Information Displayed

Description

Beacon Rcv:

Beacon Xmt:

Trace Rcv:

Trace Xmt:

Frame Ct:

Frame Errors:

Frames Lost:

Displays the total number of times the interface
received its own beacon frames and those of
other stations since the last restart.

Displays the number of times the interface
entered the Beacon Transmit state since the last
restart.

Displays the number of trace frames received.

Displays the number of trace frames
transmitted.

Displays the total number of frames passed on
the ring since the last restart.

Note: Disable the Ring Purger on all devices
on the ring to get the most accurate ring
utilization frame count. If the Ring Purger is
on, Void frames transmitted by the MAC are
also counted, artificially increasing the frame
count.

Displays the total number of Cyclic
Redundancy Check (CRC) errors that occur on
the ring since the last restart.

Displays the total number of frames lost on the
ring since the last restart.
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Monitoring an ATM Interface

This section provides information about how to display the results of interface
maintenance and self-tests, and the MAC data link type associated with the interface.
This section also provides information about how to monitor both an ATM physical
interface and an ATM logical interface. Monitoring includes the ability to display

specific information about operational states, activity counters, and various interface
configuration settings.

Displaying Interface Test Results and MAC Type
To display interface test results and MAC type, perform the following steps:

Step Action

1 At the Monitor prompt ), enterinterface gatistics, followed by the

number of the desired interface. The range of possible ATM interface
numbers is 13 through 28.

2 Press Return. The test report and MAC type are displayed.

Example +interface statistics 14
Self-Test Self-Test Maintenance

Ifc Ifc' Name CSR Vec Passed Failed Failed
14 14 Eth/13 0 0 0 1 0

Ethernet/IEEE 802.3 MAC/data-link on ATM interface

Monitoring the Physical Interface
To monitor a physical interface, perform the following steps:

Step Action

1 At the Monitor prompt <), enterinterface and the number of the
interface you want to monitor. The range of possible ATM interface
numbers is 13 through 28.

2 Press Return. ThH&TM>prompt is displayed.

3 If you want to monitor the physical interface on the module’s front
panel, entephysical front.

If you want to monitor the physical interface to the backplane of a
DEChub 900 MultiSwitch, entgghysical beck.
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Step Action

4 Press Return.

If you chose the front panel interface, ATM_Front_oc3> prompt
is displayed.

If you chose the interface to the backplane ATM_Back_oc3>
prompt is displayed.

5 Enterlist option, whereoption is the command you must enter to
display the desired information. Refer to Table 6-5 for a list of
commands.

6 Press Returrinformation about the selected option either he
ATM_Front_oc3> prompior theATM_Back _oc3> prompris
displayed.
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Example
ATM_Front_oc3> list mib-statistics current

user inputted interval O, translated interval = Current

sect status : 0x01
sect ess -0

sect sess ;0

sect sefs - 0

sect cvs -0

line status : 0x01

line ess : 0

line sess : 0

line cvs ;0

line uass ;0

path width . sonet path sts3
path status : 0x01
path ess . 0

path sess : 0

path cvs .0

path uass : 0

oocd ;0
Icd_alarm : no alarm

Table 6-5: ATM Physical Interface Command Options

Command Option

modpmd-errors

atoma3-errors

status

medium

mib-statistics mib-option,
wheremib-optionis one of the
command options described in

the ATM Physical Interface MIB
Statistics section.
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ATM Physical Interface MIB Statistics

The ATM physical interface maintains a variety of activity counters. Each counter
records the total number of occurences of each activity per fifteen minute period. Each
fifteen minute period is referred to as an interval. The VNswitch maintains a record of
counts for the last 96 intervals which is equivalent to 24 hours. You can display
counters for the current interval, for all 96 intervals (the last 24 hours), or for a selected

interval.

Table 6-6: ATM Physical Interface MIB-Statistics Command Options and

Descriptions

Command Description

current Displays counter information for the current
interval (15-minute period)

total Displays counter information for the last 24
hours (all 96 15-minute intervals)

interval After you press Return, the following prompt

is displayed:
1..96:

Enter a number from 1 through 96, where the
number specifies the interval for which you
want counter information displayed.

Monitoring a Logical Interface

To monitor a logical interfaciperform the following steps:

Step Action

1 At the Monitor prompt t+), enterinterface anc the number of the
interface you want to monit. The range of possible ATM interface
numbes is 13through 28.

2 Press Return. ThPATM: prompt is displayed.

3 Enterlist option, whereoption is the command you must enter to
display the desired information. Refer to Table 6-7 for a list of
commands, and for a description of the type of information that is
displayed when you enter the command.

4 Press Return. Information abcthe selected option and tATM:

prompt are displayed.
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Example

The following is an example of the information displayed when you entatithe
command option for interface 13:

ATM>ist all

Interface : 13 (Bridge Port 14)

Lec Status T INITIAL

Elan Name(Configured) :

Elan Name(Joined) : Not available

Atm address 1 399999000000000000F84EEE80.0000F848890E.00
LE Arp Request Sent 191256

LE Arp Request Received 131544

LE Arp Response Sent 10

LE Arp Response Received 14

LEC Control Frames Sent 1131703

LEC Control Frames Received 1 73049

LEC lllegal Control Frames Received : 0

Ifc VP VCI Type S/PVC ATM Address
13 0 5Signaling PVC

13 0 16 ILMI PVC

Table 6-7: ATM Logical Interface Command Options

Command Option

atm_address
le_arp_counters

lec counters

lec_gatus

tunnel_state
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Monitoring Packet Statistics and Error Counts

You can monitor the following information about one or more interfaces:
» Packet buffers

*  Error counts

e Input and output queues

¢ Packet statistics

Displaying Packet Buffer Data

You can display a report that displays packet buffer data for one or all interfaces. The
buffer size for each interface is built dynamically and is different for each type of
interface. Global system buffers are of one size and are equal to the maximum buffer
size of all interface buffers.

Note

The information provided by the packet buffer report reflects activity occurring on
the VNswitch module’s management processor only. It does not include data
about buffers in the VNswitch module’s forwarding subsystem.

To display the report, perform the following steps:

Step Action

1 If you want to view packet buffer data for all interfaces, elotdfer at
the Monitor prompt<).

If you want to view packet buffer data for a selected interface, enter
buffer interface#at the Monitor prompt¥), whereinterface#is the
number of the interface for which you want to display packet buffer
data.

2 Press Return. The packet buffer report is displayed, and the Monitor
prompt is displayed.
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Example

The following is an example of the information displayed for a single (FDDI)
interface. If you chose to display data for all interfaces, a similar report is displayed,
containing the same information for each interface. Refer to Table 6-8 for a description
of the information.

+buffer 13
Input Buffers Buffer sizes Bytes

Ifc Name Req Alloc Low Curr Hdr Wrap Data Trail Total Alloc
13 FDDI/1 16 16 4 16 28 42 4478 4 4552 72832

Table 6-8: Description of the Buffer Information Displayed

Information Displayed Description
Ifc Physical and logical interface number.
Name Interface type (Ethernet, Fast Ethernet, FDDI,

ATM LEC, ATM FDDI Bridge Tunnel, and so
on), followed by a number indicating the
instance within this type. Instance numbering
starts at zero.

Input Buffers Req Number of buffers requested.

Input Buffers Alloc Number of buffers allocated.

Input Buffers Low Low water mark (for flow control).

Input Buffers Curr Current number of buffers on this interface.

The value is 0 if the interface is down. The
packet is eligible for flow control if the value

of Curr is belowLow when a packet is
received. Refer to the Input and Output Queues
section for conditional information.

Buffer Sizes Hdr Sum of the maximum hardware, MAC, and
data link headers.

Buffer Sizes Wrap Allowance given for MAC, LLC, or network
layer headers due to protocol wrapping.

Buffer Sizes Data Maximum data link layer packet size.

Buffer Sizes Trail Sum of the largest MAC and hardware trailers.

Buffer Sizes Total Overall size of each packet buffer.
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Information Displayed Description

Buffer Sizes Bytes Alloc Amount of buffer memory for the interface.
This value is determined by multiplying the
values oifAlloc X Total
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Packet Error Statistics

You can display a report that displays packet error statistics for one or all interfaces.
To display the report, perform the following steps:

Step Action

1 If you want to view error statistics for all interfaces, eeteor at the
Monitor prompt ¢).
If you want to view error statistics for a selected interface, enter

interface#at the Monitor prompt (+), whereterface#is the number of
the interface for which you want to display error statistics.

2 Press Return. The error statistics report is displayed, and the Monitor
prompt is displayed.

Example

The following is an example of the information displayed for a single (FDDI)
interface. If you chose to display data for all interfaces, a similar report is displayed,
containing the same information for each interface. Refer to Table 6-9 for a description
of the information.

+error 13
Input  Input Input Input  Output  Output
Ifc Name Discards  Errors Unk Proto Flow Drop Discards Errors

13 FDDI/1 0 0 18 0 0 0

Monitoring Network Interfaces 6-27



Monitoring Packet Statistics and Error Counts

Table 6-9: Description of the Packet Error Information Displayed

Information Displayed Description
Ifc Physical and logical interface number.
Name Interface type (Ethernet, Fast Ethernet, FDDI,

ATM LEC, ATM FDDI Bridge Tunnel, and so
on), followed by a number indicating the
instance within this type. Instance numbering
starts at zero.

Input Discards Number of packets received unsuccessfully.

Input Errors Number of packets that were defective at the
data link.

Input Unk Proto Number of packets received for an unknown
protocol.

Input Flow Drop Number of packets received that are flow

controlled on input.

Output Discards Number of packets the switch chose to discard
rather than transmit due to flow control.

Output Errors Number of output errors including, for
example, attempts to send data over a network
that is down or that went down during
transmission.

Note

The sum of the Output Discards is not the same as Input Flow Drops over all
networks. Output Discards may indicate locally originated packets.
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Input and Output Queues

You can display a report that displays information about the length of input and output
gueues for one or all interfaces.

Note

The information provided by the input and output queue report reflects activity
occurring on the VNswitch module’s management processor only. It does not
include data about queues in the VNswitch module’s forwarding subsystem.

To display the input and output queue report, perform the following steps:

Step Action

1 If you want to view input and output queues for all interfaces, enter
gueueat the Monitor prompt().

If you want to view input and output queues for a selected interface,
entergueueinterface#at the Monitor promptH), whereinterface#is
the number of the interface for which you want to display queues.

2 Press Return. The queue report is displayed, and the Monitor prompt is
displayed.

Example

The following is an example of the information displayed for a single (FDDI)
interface. If you chose to display data for all interfaces, a similar report is displayed,
containing the same information for each interface. Refer to Table 6-10 for a
description of the information.

+queue 13
Input Queue Output Queue

Ifc Name Alloc Low Curr  Fair Curr
13 FDDI/1 16 4 16 8 0
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Table 6-10: Description of the Input and Output Queue Information

Displayed

Information Displayed

Description

Ifc

Name

Input Queue Alloc

Input Queue Low

Input Queue Curr

Output Queue Fair

Output Queue Curr

Physical and logical interface number.

Interface type (Ethernet, Fast Ethernet, FDDI,
ATM LEC, ATM FDDI Bridge Tunnel, and so
on), followed by a number indicating the
instance within this type. Instance numbering
starts at zero.

Number of buffers allocated to the interface.

Low water mark for flow control on this
interface.

Current number of buffers on this interface.
The value is 0 if the interface is disak orl
dowr.

Fair level for the length of the output queue on
the interface.

Number of packets currently waiting to be
transmitted on the interface. For locally
originated packets, the eligibility discard
depends on the global low water mark value
you can monitor by displaying the VNswitch
module’s memory as described in Chapter 4.

Flow Control and Dropped Buffers

TheVNswitch modulr attempts to keep at least the Low value packets available for

receiving over an interface. If a packet is received and the vaCurr is less than

Low, then the packet is subject to flow control. If a buffer subject to flow control is to

be queued on the interface and Curr value is greater theFair , the buffer is
dropped instead of queued. The dropped buffer is displayed Output

Discards column of the packet error statistics repcRefer to the Packet Error
Statistics sectic.) It also generates ELS event GW.036 or GW.057.
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Interpreting Current Buffer Values During Packet Forwarding

Due to the scheduling algorithms of the VNswitch module, the dynamic values of
Curr (especiallyinput Queue Curr ) may not be fully representative of typical
values during packet forwarding. The Monitor code runs when the input queues are
drained. Thereforénput Queue Curr is nonzero when those packets are waiting
on slow transmit queues.

Packet Statistics

You can display a report that displays packet information for one or all interfaces. To
display the report, perform the following steps:

Step Action

1 If you want to view packet statistics for all interfaces, esttistics at
the Monitor prompt<).

If you want to view packet statistics for a selected interface, enter
statistics interface#at the Monitor promptH), whereinterface#is the
number of the interface for which you want to display packet statistics.

2 Press Return. The queue report is displayed, and the Monitor prompt is
displayed.

Example

The following is an example of the information displayed for a single (FDDI)
interface. If you chose to display data for all interfaces, a similar report is displayed,
containing the same information for each interface. Refer to Table 6-11 for a
description of the information.

+statistics 13

Ifc Name Unicast Multicast Packets
Pkts Rcv  Pkts Rcv  Trans
13 FDDI/1 8 62 73
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Table 6-11: Description of the Packet Statistics Displayed

Information Displayed Description
Ifc Physical and logical interface number.
Name Interface type (Ethernet, Fast Ethernet, FDDI,

ATM LEC, ATM FDDI Bridge Tunnel, and so
on), followed by a number indicating the
instance within this type. Instance numbering
starts at zero.

Unicast Pkts Rcv Number of nonmulticast, nonbroadcast,
specifically addressed packets at the MAC
layer.

Multicast Pkts Rcv Number of multicast or broadcast packets
received.

Peckets Trans Number of packets transmitted.
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Displaying Interface Test Results and MAC Type

You can display a report that includes the results of interface maintenance tests and
self-tests for all interfaces, and the MAC data link type associated with each interface.
Refer to the for additional information about interface tests.

To display interface test results for all interfaces, and the MAC type associated with
each interface, perform the following steps:

Step Action

1 At the Monitor prompt ), enterinterface gatistics.
2 Press Return. The test report and MAC types are displayed.
Example + interface statistics

Self-Test Self-Test Maintenance

Ifc Ifc' Name CSR Vec Passed Failed Failed
0 O VNbus/O 7000000 O 1 0 0
1 1 Eth/0 9000000 O 0 884 0
2 2 Eth/1 9000000 O 1 0 0
3 3 Eth/2 9000000 O 0 884 0
4 4 Eth/3 9000000 O 0 884 0
5 5 Eth/4 9000000 O 0 884 0
6 6 Eth/5 9000000 O 0 884 0
7 7 Eth/6 9000000 O 0 884 0
8 8 Eth/7 9000000 O 0 884 0
9 9 Eth/8 9000000 O 0 884 0
10 10 Eth/9 9000000 O 0 884 0
11 11 Eth/10 9000000 O 0 884 0
12 12 Eth/11 9000000 O 0 884 0
13 13 Eth/12 8000000 O 0 354 0
14 14 Eth/13 8000000 O 0 354 0
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Clearing Interface Counters

You can clear (reset to zero) error, packet, and other counters associated with a specific
interface, or all interfaces. You may find the ability to do so useful if you want to track
recent changes in one or more counters. The counters cleared are those discussed in the
Monitoring an Ethernet Interface, Monitoring a Fast Ethernet Interface, Monitoring an
FDDI Interface, Monitoring an ATM Interface, and Monitoring Packet Statistics and
Error Counts sections.

To clear interface counters, perform the following steps:

Step

Action

1
2

Access the Monitor prompt.
If you want to clear counters for all interfaces on the module, enter
clear.

If you want to clear counters for a specific interface on the module, enter
clear interface# whereinterface#is the number of the interface for
which you want to clear counters.

Press Return. The following message is displayed:

Clear network statistics? (Yes or [No]):

Entery if you want to clear the interface counters.
Entern if you do not want to clear the interface counters.

Press Return. The counters are cleared or not cleared as specified, and
the Monitor prompt is displayed.

6-34 Monitoring Network Interfaces



Testing an Interface

Testing an Interface

Ethernet, Fast Ethernet, FDDI, and ATM interfaces perform a self test when they are
first powered up. With the exception of ATM, these interfaces periodically perform
maintenance tests while they are up. Self tests typically provide a more thorough
verification process than maintenance tests. ATM interfaces perform self tests only
during power up and do not perform maintenance tests. Doing so would disable all
ATM logical interfaces, not just the interface you specify.

You can initiate a self test on an interface to verify that the interface can successfully
transmit and receive data. The test attempts to determine if any faults exist, either
internal to the interface, or external to the interface on the network. If you initiate a self
test on an interface that is disabled and the self test is successful, the status of the
interface is up (including ATM interfaces) at the end of the test, and maintenance tests
then occur periodically. If the self test fails, the status of the interface is down at the
end of the test and the self test is automatically reinitiated.

When performing a test, you should remember that an interface can be disabled
through NVRAM and through volatile memory (refer to Chapter 5). Therefore, the
status of an interface can be up with respect to the setting stored in volatile memory,
while being disabled with respect to the setting stored in NVRAM. If an interface is
configured in this way and the module is restarted, the interface is disabled (the
NVRAM setting) after the restart.

To test an interface, perform the following steps:

Step Action

1 At the Monitor prompt+), entertestinterface# whereinterface#is the
number of the interface you want to test.

Refer to the Displaying the Interface Number and Type section for
information about how to determine the number assigned to an interface.
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Step Action

2 Press Return.
The the following message is displayed:
Testing interface 13 FDDI/1...

If the test is successful, the following message is displayed and the
interface is enabled:

Testing interface 13 FDDI/1...successful
If the test failed, the following message is displayed:
Testing interface 13 FDDI/1...failed

If testing takes longer that 30 seconds, the Monitor process may time out
and display the following message:

Testing interface 13 FDDI/1...still testing
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Monitoring the Address Resolution Protocol

This section provides information about how to monitor the Address Resolution
Protocol (ARP). Monitoring includes the ability to perform the following tasks:

List learned and manual entries in the ARP cache.
List the interfaces registered with ARP.
List the protocols with addresses registered with ARP.

Display ARP operational statistics, including such information as input packet
overflows.

Delete (clear) all learned entries from the ARP cache.

To monitor the interface, perform the following steps:

Step Action

1
2

At the Monitor prompt <), enterprotocol.

Press Return. The following message is displayed:
Protocol name or number [BRIDGE]?

Enterarp.
Press Return. Th&RP>prompt is displayed.

Enter one of the command options shown in Table 6-12 to display the
desired information.

Press Return. The desired information andAR&>prompt is
displayed.
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Table 6-12: ARP Monitor Command Options

Command Option Description

clear interface whereinterface  Deletes all learned and manually entered

is the number of the TCP/IP Hostentries from the ARP cache associated with the
Services logical interface. (Refer specified interface. This command option can
to Chapter 1 for a description of be used to force the deletion of bad

the Host Services logical transactions.

interface.) To determine the

correct interface number, first

use thehardware command,

below. The interface number you

enter is the number adjacent to

the TCP/IP Host Services logical

interface name BDG/0.

dump interface[protocol, Displays the ARP cache for the specified
whereinterfaceis the number of interface/protocol combination. If more than
the TCP/IP Host Services logical one protocol is on the interface, the protocol
interface. (Refer to Chapter 1 for number must also be entered. This displays the
a description of the Host Servicesaddress-to-protocol mappings.

logical interface.) To determine

the correct interface number, first

use thehardware command,

below. The interface number you

enter is the number adjacent to

the TCP/IP Host Services logical

interface name BDG/0. The

protocol parameter specifies the

short name or number of the

protocol for which you want to

display information. Use the

protocol option to determine the

protocol’s name or number. The

protocol name and number are

optional if ARP is in use by only

one protocol on the specified

interface.

hardware Displays the interfaces registered with ARP.
The interface is identified by number and type.
The command option also displays the
interface’s hardware address space (AS) and
local hardware address.
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Command Option

Description

protocol

statistics

Displays the protocols for each interface that
have addresses registered with ARP. The
information displayed includes the interface
number and type, the protocol name, the
protocol address space (AS) in hexadecimal,
and the associated local protocol address.

Displays the number of ARP input packet
overflows by interface, and the following ARP
cache information for each protocol per
interface:

Max — All time maximum length hash chain.
Cur — Current maximum length hash chain.
Cnt — Number of currently active entries.
Alloc — Number of entries created.

Refresh:Tot ~— Number of refresh
requests sent for the network interface and
protocol.

Failure — Number of Auto-Refresh
attempt failures due to unavailability of
internal resources. This count is not related to
whether or not an entry was refreshed.

TMOs: Refresh — Number of entries
deleted due to a timeout of the Refresh Timer.
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Chapter 7

Configuring the Transparent Bridge

Overview

Introduction

This chapter provides information about how to configure the VNswitch module
transparent bridge and how to display information about the current configuration. The
parameters you configure, as described in this chapter, are stored in Nonvolatile RAM
(NVRAM). Information stored in NVRAM is retained in memory even if power to the

module is interrupted or the switch is reset.

In This Chapter

The following topics are covered in this chapter:

Topic Page
Accessing and Exiting the Bridge Configuration Prompt 7-2
Setting and Enabling Switchwide Rate Limiting 7-3
Configuring Permanent Address Filters 7-5
Configuring Protocol Filters 7-10
Configuring the Spanning Tree Protocol 7-21
Forwarding Using Only Manually Created Address Filters 7-28
Enabling and Disabling a Bridge Port 7-30
Bridging Ethernet and FDDI Networks 7-31
Auto-Testing of Ports Inactive for Extended Periods 7-36
Setting the Time That Unused Addresses Are Retained 7-37
Displaying Current Bridge Configuration Parameters 7-38
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Accessing and Exiting the Bridge Configuration Prompt

You must access the bridge configuration prompt to configure and display network
parameters. The prompt is accessed from the Config pr@opfi@> ).

Accessing the Bridge Configuration Prompt

To access the Bridge configuration prompt, perform the following steps:

Step Action

1 At the Config prompt, entgarotocol, followed bybridge. The default
protocol selection ibridge.

Example: Config> protocol bridge

2 Press Return. The Bridge configuration pronriqge config> )
is displayed.

Note

Thebridge command is the default entry fprotocol. Therefore, at the Config
prompt, you can simply enter and then press Return twice.

Exiting the Bridge Configuration Prompt
You exit the Bridge config prompt to return to the Config prompt.
Example

To return to the Config promp€nfig> ) from theBridge config> prompt,
enterexit and then press Return.
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Setting and Enabling Switchwide Rate Limiting

This section describes how to configure rate limiting on a switchwide basis. To
configure switchwide rate limiting, perform the following tasks:

Task Description
1 Set the maximum number of packets per second (pps).
2 Enable or disable rate limiting.

Rate limiting is used to minimize the effects of broadcast storms. A broadcast storm is
typically caused when a host system responds to multicast packets that are circulating
continuously on the network, or when it tries to respond to another system that never
replies. The generation of such traffic at an uncontrolled rate can severely affect the
available bandwidth on a network, perhaps making communications impossible.

You can limit broadcast storms to that segment of the network from which the packets
are generated. You do so by setting the maximum number of multicast packets per
second (pps) that the VNswitch module is to forward. The rate (pps) you set is applied
only if rate limiting is enabled. If the maximum number of packets per second is
reached, the switch forwards packets at the specified maximum rate, thereby limiting
the effect of the broadcast storm on the other side of the switch. Switchwide Rate
Limiting is disabled by default.

Setting Maximum Frames Per Second

You can set the maximum number of frames per second either independent of enabling
rate limiting, or while enabling rate limiting. To set the maximum number of frames
per second independent of enabling rate limiting, perform the following steps:

Step Action

1 At the Bridge config> prompt, enteget rate-limit.

2 Press Return. The following message is displayed:
Rate Limit Value (frames/sec) [400]?
3 Enter the maximum number of packets per second the VNswitch

module is to forward destined for a particular MAC address, or that are
of a particular protocol type. The default is 400 frames per second.

4 Press Return. The maximum number of frames per second is set and the
Bridge config> prompt is displayed.
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Enabling and Disabling Rate Limiting

You enable and disable rate limiting on both a switchwide basis and on a per-filter
(MAC address or protocol) basis. This section describes how to enable and disable
switchwide rate limiting. Refer to the Creating and Modifying a Permanent Address
Filter section for information about how to set rate limiting for multicast address
filters. Refer to the Creating and Modifying Protocol Filters section for information
about how to set rate limiting for protocol filters.

If rate limiting is disabled on the switch, it is disabled for all address and protocol
filters, even if rate limiting for the individual filter is enabled. If rate limiting is enabled
on the switch, it is enabled for a specific filter only if rate limiting is also enabled for
the filter. Disabled is the default for switchwide rate limiting.

Enabling Switchwide Rate Limiting

To enable switchwide rate limiting, perform the following steps:

Step Action

1 At the Bridge config> prompt, entegnable rate-limit.

2 Press Return. The following message is displayed:
Rate limit value [400]?

3 Enter the maximum number of packets per second the VNswitch
module is to forward destined for a particular MAC address, or that are
of a particular protocol type. The factory default is 400 frames per
second. If the factory default was modified, the default is the most recent

setting.

4 Press Return. Rate limiting is enabled and the specified rate is applied
on a switchwide basis. TH&ridge config> prompt is again
displayed.

Disabling Switchwide Rate Limiting

To disable switchwide rate limiting, perform the following steps:

Step Action

1 At the Bridge config> prompt, entedisable_rate-limit.

2 Press Return. Rate limiting is disabled on a switchwide basis.
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Configuring Permanent Address Filters

This section discusses how to add, modify, and delete MAC address filters. The
process of filtering network traffic is used to reduce the amount of unnecessary traffic
over specific segments of a network, thereby maximizing network capacity and
performance. It can also be used to restrict the distribution of sensitive information to
specific locations. You can configure the VNswitch module to selectively filter or
forward packets it receives, based on their MAC addresses and protocol types.

MAC address filters are stored in NVRAM as permanent entries. (Refer to Chapter 1
for information about NVRAM.) Permanent address entries are retained in memory
even if power to the module is interrupted or the switch is reset. Permanent entries are
not affected by address Aging Time, and can exist concurrently with dynamic entries
having the same address. (Refer to Chapter 8 for information about configuring a MAC
address as a static entry.)

You configure a filter by specifying a set of ports that are allowed for a given MAC
address. The address can be an individual, multicast, or broadcast address. If a packet
has a source or destination MAC address that is listed in the filter, the packet is allowed
on the specified set of ports. If the address is not listed in the filter, the packet is
dropped (filtered).

Source Address Filtering

A packet received on an input port is dropped (filtered) if the source address is listed
in a filter and the input port is not one of the allowed ports. In addition, the source
address is not learned.

If the input port is one of the allowed ports, the packet is a candidate for forwarding,
based on the behavior of destination address filtering and protocol filtering. (Refer to
the Configuring Protocol Filters section for information about protocol filtering.)

Destination Address Filtering

A packet about to be placed on an output port is forwarded if the destination address is
listed in a filter and the output port is one of the allowed ports. If the address was not
previously learned, the packet is flooded to the subset of the allowed ports that are in
the forwarding state.
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Creating and Modifying a Permanent Address Filte r
To create or modify a MAC address filter, you must perform the following tasks:

Task Description

1 Identify the address to be filtered, and the pon whichthe address is
allowed.

2 Enable or disable multicast rate limit (multicast addresses only).

Identifying the Address and  Allowed P orts

The addresses you specify when creating a filter are added to the switch’s permanent
database (NVRAM). To identify tl allowec portsfor an addres perform the
following steps:

Step Action

1 At the Bridge config> prompt, enteget address.

You can, alternatively, entset eddress mac_addres, where
mac_addresis the 12-digit MAC address for which you want to create
or modify a filter on the module. If you enter the command using this
syntax,go to step 4.

2 Press Return. The following message is displayed:
Address (in 12-digit hex) []?

3 Enter the 12-digit MAC address for which you want to create or modify
a filter. You can enter the address with or without hyphens separating
the octets. For example, you can e 11-22-33-44-55-6 or
112233445565

4 Press Return. The following message is displayed:

Enter allowed ports (0 for "none") []?

If you are modifying the forwarding ports for an existing address, the
previously configured ports are the default.
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Step Action

5 Enter a list of the bridge ports to which you want the packet with the
specified MAC address forwarded. (The packet is filtered from those
ports not entered.) Ent&rif you want the packet filtered from all ports.
Enterall if you want the packet allowed on all ports. You can list the
forwarding ports individually by separating each with a comma (for
examplel,2,3,4,9 or you can enter a range of ports by separating the
first and last port numbers in the range with a hyphen (for exafple,
5). You can also combine a list of individual entries with a range of
entries (for examplel,-4,6,7. Spaces are not permitted between port
numbers and the comma or hyphen.

6 Press Return.

If the address is a unicast address, the address is set @ritithe
config> prompt is displayed.

If the address is a multicast address, the following message is displayed:
Enable Multicast Rate Limiting (Yes or No)? [NO]:
Refer to the Enabling and Disabling Multicast Rate Limiting section.

If the specified ports do not exist, the address is set for forwarding on the
port but the port setting has no effect. A message similar to the following
is displayed in addition to the Bridge config or rate limiting prompts,
whichever is appropriate:

Warning, ports 9, 10 do not exist

Enabling and Disabling Multicast Rate Limiting

Multicast rate limiting is used to minimize the effects of multicast storms. You can
restrict multicast storms, consisting of packets that have a specific destination MAC
address, to that segment of the network from which the packets are generated. You do
so by setting the maximum number of those packets the VNswitch module is to
forward per second, and by enabling rate limiting.

Rate limiting is enabled on both a per-address basis and a switchwide basis. This
section provides instructions about how to enable or disable rate limiting on a per
MAC address basis. Refer to the Setting and Enabling Switchwide Rate Limiting
section for information about setting the maximum number of packets per second and
enabling or disabling rate limiting on a switchwide basis.
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To enable or disable multicast rate limiting for the address specified in the Identifying
the Address and Allowed Ports section, perform the following steps:

Step

Action

1

EnterYesto enable Multicast Rate Limiting.
EnterNo to disable Multicast Rate LimitingNo is the default unless it
was previously enabled for the address.

Press Return. The selected filter is applied to the module and rate
limiting is enabled or disabled, as specified.

Deleting Permanent Address Filters

This section describes how to delete MAC address filters that you, or another switch
administrator, previously entered manually. (Refer to the Creating and Modifying a
Permanent Address Filter section.) You can delete address filters one at a time, or you
can delete all MAC address filters previously added to the switch’s permanent
database (NVRAM). Deleting an address filter removes the address from the
forwarding database as well as its associated multicast rate limiting status.

Note

Registered unicast and reserved addresses cannot be deleted.

Deleting a Single Permanent Address Filter

To delete one MAC address, its filter, and its associated rate limiting status, perform
the following steps:

Step Action

1 At the Bridge config> prompt, entedelete address
You can, alternatively, entelelete addressnac-addresswheremac-
addressds the 12-digit MAC address you want to delete. If you enter the
command using this syntax, go to step 4.

2 Press Return. The following message is displayed:
Address (in 12-digit hex) []?

3 Enter the 12-digit MAC address you want to delete. You can enter the

address with or without hyphens separating the octets. For example, you
can entefl1-22-33-44-55-6@r 112233445566
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Step Action

Press Return. The specified address is deleted. If you entered an address
that does not exist, the following message is displayed:

No entry found for this address

Deleting All Permanent Address Filters

To delete all MAC addresses and associated filters and rate limiting status, perform the
following steps:

Step Action

1 At the Bridge config>
2

prompt, entedelete address all
Press Return. All MAC addresses are deleted.
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Configuring Protocol Filters

Protocol filtering enables you to configure a module so that it selectively filters traffic
based on the data’s MAC frame format. The VNswitch 900 family of modules supports
protocol filtering for the following frame types:

» Ethernet-ll (IEEE 802.3)
* |EEE 802.3 Subnetwork Access Protocol (SNAP)
* |EEE 802.3 Destination Service Access Point (DSAP)

Each frame type can conform to one of a number of different protocols. Common
protocols are listed in Table 7-1 through Table 7-3. When you create a protocol filter,
you can configure the module to receive or forward frames on one or more selected
bridge ports, based on the frame’s protocol. For example, you can configure one or
more ports on the module so that Ethernet frames, conforming to the AppleTalk Phase
1 protocol, are received or forwarded only on those ports.

A received packet is dropped (filtered) if there is a filter for the protocol and the input
port is not one of the allowed ports. Also, the packet can only be output on a port that
is one of the allowed ports.

You can also configure the module to receive or fonadrifames of a particular type

from one or more bridge ports, using protocols not already filtered as described above.
You do so by configuring a default protocol filter. For example, if you configure the
module so that Ethernet frames conforming to the AppleTalk Phase 1 protocol are
discarded, you can then use a default filter to discard (or receive/forward) all Ethernet
frames of any other protocol type such as IP, ARP, DECnet, and so on. Refer to the
Creating and Modifying Default Protocol Filters section for information about how to
create a default protocol filter.

Creating and Modifying Protocol Filters
To create or modify a protocol filter, perform the following tasks:

Task Description

1 Identify the specific protocol to be filtered and the allowed ports on
which frames of the specified protocol type can be received and
forwarded.

2 Enable or disable protocol rate limiting.
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Identifying the Protocol and Allowed Ports

To specify the protocol to be filtered and the allowed ports on which the frames are
received or forwarded, perform the following steps:

Step Action

1 At the Bridge config> prompt, enteget protocol-filter.

2 Press Return. The following message is displayed:
Protocol type [DSAP]?
3 Enter one of the following types of frames for which you want to specify
a protocol:
» ether (Ethernet-II)
e snap
e dsap
DSAP is the default.

4 Press Return.
If you enterecether, the following message is displayed:
Protocol Type in hex (5DD-FFFF) [0800]?
If you enteredsnap, the following message is displayed:
Address (in 10-digit hex) [00-00-00-08-00]?
If you entereddsap, the following message is displayed:
Protocol Type in hex (0-FF) [1]?
5 Enter the hexadecimal value associated with the protocol you want to
filter from receiving ports.

Refer to Table 7-1 for the hexadecimal value of common Ethernet
protocols you can filter.

Refer to Table 7-2 for the hexadecimal value of common SNAP
protocols you can filter.

Refer to Table 7-3 for the hexadecimal value of common DSAP
protocols you can filter.

6 Press Return. The following message is displayed:
Enter allowed ports (0 for "none") [1-255]?

The default is all ports if you are creating a new filter. The previously
configured ports are the default if you are modifying an existing
protocol filter.
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Step

Action

7

Enter a list of the bridge ports on which you want frames to be received
or forwarded based on the specified protocol. (The frames are filtered
from those ports not entered.) Endaf you want the frames filtered

from all ports. Enteall if you want the frames allowed on all ports. You
can list the ports individually by separating each with a comma (for
examplel,2,3,4,9 or you can enter a range of ports by separating the
first and last port numbers in the range with a hyphen (for exafple,

5). You can also combine a list of individual entries with a range of
entries (for examplel,-4,6,7. Spaces are not permitted between port
numbers and the comma or hyphen.

Press Return. The following message is displayed:
Enable Multicast Rate Limiting (Yes or No)? [Yes]:

The default idNo if you are creating a new filter. The default is the
previously configured setting if you are modifying an existing filter.

Refer to the Enabling and Disabling Multicast Rate Limiting section.

If the specified ports do not exist, the frame is set for forwarding on the
port but is not operational until the port is added. A message similar to
the following is displayed in addition to the rate limiting prompt:

Warning, ports 9, 10 do not exist
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Table 7-1: Hexadecimal Values for Common Ethernet-Il (IEEE 802.3)

Protocols
Protocol Hexadecimal Value
IP 0800
ARP 0806
CHAQOS 0804
DECnet MOP Dump/Load 6000
DECnet MOP Remote Console 6002
DECnet 6003
DEC LAT 6004
DEC LAVC 6007
XNS 0600
Maintenance Packet Type 7030

Apollo Domain
Novell NetWare IPX
AppleTalk Phase 1
Apple ARP Phase 1

Loopback assistance

8019 (Ethernet)
8137 (Ethernet)
809B
80F3
9000

Table 7-2: Hexadecimal Values for Common SNAP OUI/IP Protocols

Protocol

Ten-Digit Hexadecimal Value

AppleTalk Phase 2
Apple ARP Phase 2

Proprietary AppleTalk Phase 1
for FDDI

Proprietary AppleTalk ARP
Phase 1 for FDDI

08-00-07-80-9B
00-00-00-80-F3
00-00-93-00-02

00-00-93-00-03
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Table 7-3: Hexadecimal Values for Common DSAP Protocols

Protocol Hexadecimal Value
Banyan SAP BC (used for only 802.5)
Novell IPX SAP EO (used for only 802.5)
NetBIOS SAP FO

ISO Connectionless Internet FE

Enabling and Disabling Multicast Rate Limiting

Multicast rate limiting is used to minimize the effects of broadcast storms. You can
limit broadcast storms, consisting of frames of a particular protocol type, to that
segment of the network from which the frames are generated. You do so by setting the
maximum number of those frames the VNswitch module is to receive per second, and
by enabling rate limiting.

Rate limiting is enabled on both a protocol basis and a switchwide basis. This section
provides instructions about how to enable or disable rate limiting on a protocol basis.
Refer to the Setting and Enabling Switchwide Rate Limiting section for information
about setting the maximum number of packets per second (pps) and enabling/disabling
rate limiting on a switchwide basis.

To enable or disable rate limiting for the protocol specified in the Identifying the
Protocol and Allowed Ports section, perform the following steps:

Step Action

1 EnterYesto enable Multicast Rate Limiting.
EnterNo to disable Multicast Rate Limitinglo is the default.

2 Press Return. The selected filter is applied to the module and rate
limiting is enabled or disabled, as specified.

Deleting Protocol Filters

You can delete previously configured protocol filters from the VNswitch module. You
can delete filters one at a time by protocol type, or you can delete all protocol filters by
frame type or protocol type.

Deleting a protocol filter may increase the amount of traffic over specific segments of
a network and may, therefore, reduce network capacity and performance.
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Deleting a Single Filter by Protocol Type

To delete a single filter by protocol type, perform the following steps:

Step

Action

1
2

At the Bridge config> prompt, entedelete protocol-filter.

Press Return. The following message is displayed:
Protocol type [DSAP]?

Enter one of the following types of frames for which you want to delete
a protocol filter:

» ether (Ethernet-II)
* snap

e dsap

DSAP is the default.

Press Return.

If you enterecether, the following message is displayed:
Protocol Type in hex (5DD-FFFF or ALL) [800]?

If you enteredsnap, the following message is displayed:
Address (in 10-digit hex or ALL) [00-00-00-08-00]?

If you entereddsap, the following message is displayed:
Protocol Type in hex (0-FF or ALL) [1]?

Enter the hexadecimal value associated with the filter you want to
delete.

Refer to Table 7-1 for the hexadecimal value of common Ethernet
protocols you can filter.

Refer to Table 7-2 for the hexadecimal value of common SNAP
protocols you can filter.

Refer to Table 7-3 for the hexadecimal value of common DSAP
protocols you can filter.

Press Return. The protocol filter is deleted andBttigge config>
prompt is displayed.
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Deleting All Protocol Filters of a Particular Frame Type

To delete all protocol filters associated with a particular frame type, perform the
following steps:

Step Action

1 At the Bridge config> prompt, entedelete protocol-filter.

2 Press Return. The following message is displayed:
Protocol type [DSAP]?
3 Enter one of the following frame types for which you want to delete all
associated protocol filters:
» ether (Ethernet-II)
e snap
e dsap
The default is DSAP.

4 Press Return.

If you enterecether, the following message is displayed:
Protocol Type in hex (5DD-FFFF or ALL) [800]?

If you enteredsnap, the following message is displayed:
Address (in 10-digit hex or ALL) [00-00-00-08-00]?

If you entereddsap, the following message is displayed:
Protocol Type in hex (0-FF or ALL) [1]?

5 Enterall.

6 Press Return. A message similar to the following is displayed:
Modify default protocol filters for DSAP (Yes or No)? [Yes]:

7 If you want to modify the default protocol filters associated with all the
protocol filters you are about to delete, entes.
If you do not want to modify the default protocol filters associated with
all the protocol filters you are about to delete, eNter

8 Press Return.
If you enteredres go to step 9.
If you enteredNo, go to step 11.
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Step

Action

10

11

The following message is displayed:
Allowed port numbers (0 for "none") [1-255]?

The previously configured ports are the default if you are modifying an
existing default protocol filter.

Enter a list of the bridge output ports from which you want frames
forwarded based on the specified protocol. (The frames are filtered from
those ports not entered.) Engeif you want the frames filtered from all
ports. Enteall if you want the frames forwarded on all ports. You can
list the forwarding ports individually by separating each with a comma
(for example1,2,3,4,9 or you can enter a range of ports by separating
the first and last port numbers in the range with a hyphen (for example,
1-5). You can also combine a list of individual entries with a range of
entries (for examplel-4,6,7. Spaces are not permitted between port
numbers and the comma or hyphen.

Press Return. All filters associated with the specified frame type and the
Bridge config prompt is displayed.

Deleting All Protocol Filters For All Frame Types

To delete all protocol filters associated with all frame types, perform the following

steps:

Step Action

1 At the Bridge config> prompt, entedelete protocol-filter all.

2 Press Return. The following message is displayed:
Modify default protocol filters for DSAP (Yes or No)? [Yes]:

3 If you want to modify the default protocol filters associated with all the
DSAP (Ether or SNAP) protocol filters you are about to delete, enter
Yes
If you do not want to modify the default protocol filters associated with
all the DSAP (Ether or SNAP) protocol filters you are about to delete,
enterNo.

4 Press Return.

If you enteredres go to step 5.
If you enteredNo, go to step 7.
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Step Action

5 The following message is displayed:
Allowed port numbers (0 for "none") [1-255]?

The previously configured ports are the default if you are modifying an
existing default protocol filter.

6 Enter a list of the bridge output ports from which you want frames
forwarded based on the specified protocol. (The frames are filtered from
those ports not entered.) Engeif you want the frames filtered from all
ports. Enteall if you want the frames forwarded on all ports. You can
list the forwarding ports individually by separating each with a comma
(for example1,2,3,4,9 or you can enter a range of ports by separating
the first and last port numbers in the range with a hyphen (for example,
1-5). You can also combine a list of individual entries with a range of
entries (for examplel,-4,6,7. Spaces are not permitted between port
numbers and the comma or hyphen.

7 Press Return.

If there are additional default protocol filters to modify, a message
similar to the following is displayed:

Modify default protocol filters for ETHER (Yes or No)? [Yes]:

Go to step 3.

If there are no additional default protocol filters to modify, go to step 8.

8 All protocol filters associated with all frame types are deleted and the
Bridge config prompt is displayed.

Creating and Modifying Default Protocol Filters

Default protocol filters forward (or discard) all frames of a particular type (Ethernet,
SNAP, or DSAP) from one or more bridge ports. They act on only those frames that
conform to protocols not already specified as described in the Identifying the Protocol
and Allowed Ports section.

To create or modify a default protocol filter, perform the following steps:

Step Action

1 At the Bridge config> prompt, enteget default-protocol-filter .

2 Press Return. The following message is displayed:
Protocol type [DSAP]?
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Step Action

3 Enter one of the following types of frames for which you want to specify
a default protocol:

» ether (Ethernet-II)
e snap

» dsap

DSAP is the default.

4 Press Return.
Allowed port numbers (0 for "none") [1-255]?

The default is all ports if you are creating a new filter. The previously
configured ports are the default if you are modifying an existing filter.

5 Enter a list of the bridge output ports from which you want frames
forwarded based on the specified protocol. (The frames are filtered from
those ports not entered.) Engeif you want the frames filtered from all
ports. Enteall if you want the frames forwarded on all ports. You can
list the forwarding ports individually by separating each with a comma
(for example1,2,3,4,9 or you can enter a range of ports by separating
the first and last port numbers in the range with a hyphen (for example,
1-5). You can also combine a list of individual entries with a range of
entries (for examplel,-4,6,7. Spaces are not permitted between port
numbers and the comma or hyphen.

6 Press Return. The default protocol filter is created or modified and the
Bridge config> prompt is displayed.

Example

You can configure a module so that Ethernet frames conforming to the AppleTalk
Phase 1 protocol are forwarded. You do so by creating a discrete protocol filter. Refer
to the Creating and Modifying Protocol Filters section for information about how to do
s0. You can then use a default filter to discard all other Ethernet frames of any other
protocol type such as IP, ARP, DECnet, and so on. Refer to Table 7-1 for a list of
common Ethernet protocol types that can be filtered in this way.
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Deleting Default Protocol Filters

You can delete previously configured default protocol filters from the VNswitch
module. When you delete a default protocol filter, all protocols associated with the
specified frame type are then forwarded on all ports.

Deleting a default protocol filter may increase the amount of traffic over specific
segments of a network and may, therefore, reduce network capacity and performance.

To delete a default protocaol filter, perform the following steps:

Step Action

1 At the Bridge config> prompt, entedelete default-protocol-
filter .
2 Press Return. The following message is displayed:

Protocol type [DSAP]?
3 Enter one of the following frame types for which you want to delete all
default protocol filters:
» ether (Ethernet-II)
e snap
e dsap
DSAP is the default.

4 Press Return. The default protocol filter is deleted and the Bridge config
prompt is displayed.
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Configuring the Spanning Tree Protocol

The Spanning Tree Protocol (STP) is used to detect and break circular traffic patterns,
or loops. Loops can cause exponential traffic replication resulting in severe network
congestion. The VNswitch module implements the IEEE 802.1D Spanning Tree
Protocol. The VNswitch module does not interoperate with DEC LANbridge 100 STP.

STP eliminates loops by selecting one of the redundant bridges as the primary or root
bridge, and maintaining secondary bridges as backups. The root bridge is selected, in
part, based on a priority value you can assign to each bridge. STP then selects a root
port on each secondary bridge. The root port is selected based on the relative priority
of each port, and which port provides access to the root bridge at the least cost. The
bridge then enables all root ports for forwarding, and disables other ports to prevent
loops.

The Spanning Tree Protocol algorithm runs automatically for each VSD you create.
Therefore, multiple spanning trees are supported on the bridge. The STP parameters
you set, as described in this section, affect all instances of STP. You cannot configure
different values for each instance of STP. Refer to Chapter 9 for information about
Virtual LANs (VLANS).

You can enable and disable STP on a port. You can also set certain parameters that
influence selection of the root bridge, the root port, and the frequency with which
changes in network topology are detected. These options are discussed in the following
sections.

Note

The concepts presented in this section are simplified for the purpose of providing
a general introduction. Refer to thi@&lswitch 900 Series Technical Overvi@w
a more detailed discussion of STP concepts.
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Influencing Selection of the Root Bridge

The root bridge is selected based on a value that is the combination of a bridge’s
address and a number you can assign that is the bridge’s priority. A lower number for
bridge priority makes it likely that the bridge is selected as the root.

To set the bridge’s priority, perform the following steps:

Step Action

1 At the Bridge config> prompt, enteget bridge priority .

2 Press Return. The following message is displayed:
Bridge -Pr iority [32768]?

3 Enter a number fror0O to 65535 or the bridge priority. The lower the
number, the more likely the bridge is selected as the roo factory
default bridge priority is 3276 If the factory default was modified, the
default is the most recent setting.

4 Press Return. The number entered is set as the bridge’s priority and the
Bridge config> prompt is displayed.

Influencing Selection of the Root Port

The root port on a bridge is selected based on which port provides access to the root
bridge at the lowest Path Cost and the relative Priority of each port.

You can choose either to set the Path Cost for a port manually through the CLI or allow
STP to do so automatically. If the spanning tree sets the Path Cost, the value it assigns
is based on the line speed associated with the port. The higher the line speed, the lower
the assigned cost. However, you can override this value by manually entering a value
that weights the Path Cost in favor of a particular port. The lower a port’'s Path Cost,
the more likely it is to be selected as the root. You may want to set a high Path

Cost for a port if, for example, the LAN to which the port is connected has a low
bandwidtt,

Setting port priorities also affects which port is selected as the bridge’s root port when
a bridge has two ports connected in a loop. The port having the lowest assigned number
is more likely to be selected as the root port. For example, if port 3 is assigned a Priority
of 1, and port 6 is assigned a Priority of 2, port 3 is likely to be selected as the root port
by STP. If more than one port has the same Priority, the port that has the lowest port
number is used.
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To set the Path Cost and Priority for one or more ports on a switch, perform the
following steps:

Step Action

1 At the Bridge config> prompt, enteget stp port.

2 Press Return. The following message is displayed:
Port Number [1]?

3 Enter the number of the port for which you want to set Path Cost and
Priority. The default is port 1.

4 Press Return. The following message is displayed:
Port Path-cost (0 for default) [0]?

5 If you want STP to calculate the Path Cost for the port, enter the default
value of0.

If you want to enter your own value, enter a number from 1 through
65535. The lower the value entered, the more likely the port will be
selected as the root port.

6 Press Return. The following message is displayed:
Port Priority [128]?

7 Enter a number from 0 through 255. The lower the number entered, the
more likely the port will be selected as the root port.

8 Press Return. The port’s Path Cost and Priority are set aBddge
config> prompt is displayed.

Detecting Changes in Network Topology

All bridges periodically transmit Hello Messages (Configuration Bridge Protocol Data
Units — BPDUS) on their subset of designated ports. These messages, which include
such information as the Path Cost of the port from which the message is transmitted,
are initially used to determine the network topology and set up a spanning tree. When
the spanning tree is established, Hello Messages are then used to detect changes in
network topology by comparing the latest BPDU received on a port with the best
BPDU previously received. (The best BPDU is, in part, based on Path Cost.) If a
change in topology is detected, STP recomputes the spanning tree.
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You can fine-tune the ability of STP to detect changes in topology by performing the
following tasks:

« Adjusting the frequency with which bridges transmit Hello Messages
* Fine-tuning the ability to detect a failed bridge or link

« Avoiding loops

Caution

It is recommended that you alter the STP default settings associated with these
tasksonly if you fully understand the effect the change will have on the bridge
network.

Adjusting Hello Message Frequency

You can configure the frequency, in seconds, with which bridges transmit Hello
Messages to check for changes in network topology. The parameter used to configure
this value is called the Bridge Hello Time. The greater the frequency (the lower the
number of seconds), the sooner changes in topology are detected. The lower the
frequency (the greater the number of seconds), the lower the overhead associated with
detecting changes.

Refer to the Setting Bridge Hello Time, Bridge Max Age, and Bridge Forward Delay
section for information about how to configure the Bridge Hello Time.

Detecting a Failed Bridge or Link

You can also fine-tune STP’s ability to detect a change in topology that is the result of
a failed bridge or link. This is accomplished by setting or modifying the Bridge Max
Age. If the time since a bridge last received a Hello Message on a port exceeds the
Bridge Max Age setting, perhaps the result of a failed link, the bridge recalculates the
root, path cost, and root port.

Note

Although you can configure each bridge in a spanning tree with a different value
for Bridge Max Age, the value configured on the root bridge is used by all bridges
in the spanning tree. The values configured on non-root bridges are used only if a
non-root bridge subsequently becomes root.
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The lower the Bridge Max Age value, the earlier a failed bridge or link may be
detected. However, if the Bridge Max Age time is exceeded due to a normal drop in
network activity and not because of a link or bridge failure, the result may be failure
to compute a correct spanning tree. This may cause forwarding loops and severe
network congestic.n

Refer to the Setting Bridge Hello Time, Bridge Max Age, and Bridge Forward Delay
sectior for information about how to configure the Bridge Max Age

Loop Avoidance

The Bridge Forward Delay parameter is used to prevent temporary forwarding loops
between bridges. If a temporary forwarding loop occurs, it can cause severe network
congestion. The Bridge Forward Delay must be at least twice the maximum amount of
time it takes for data to traverse the network.

Refer to the Setting Bridge Hello Time, Bridge Max Age, and Bridge Forward Delay
section for information about how to configure the Bridge Forward [Delay

Setting Bridge Hello Time, Bridge Max Age, and Bridge Forward Delay

There is a functional relationship among Bridge Hello Time, Bridge Max Age, and
Bridge Forward Delay. That relationship requires that the values set for the three
parameters conform to the following algorithm:

(2) X (Bridge Forward Delay — 1 secor> Bridge Max Age
and
Bridge Max Age> (2) X (Bridge Hello Time + 1 second

To set or modify Bridge Hello Time, Bridge Max Age, and Bridge Forward Delay,
perform the following steps:

Step Action

1 At the Bridge config> prompt, enteget stp bridge.
2 Press Return. The following message is displayed:
Bridge-Max-Age [20]?

3 Enter a value for the maximum amount of time a bridge port weiits to
receive a Hello Message before the bridge recalculates the root, path
cost, and root pc. The value can be fro6 through 40. The default is
20.

4 Press Return. The following message is displayed:
Bridge-Hello-Time [2]?
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Step Action

5 Enter the frequency with which you want the bridge port to transmit
Hello Messages. The value can be from 1 through 10 seconds. The
default is 2 seconds.

6 Press Return. The following message is displayed:
Bridge-Forward-Delay [15]?
7 Enter the number of seconds you want a bridge to wait before allowing

disabled bridge ports to transition to the forwarding state. The value can
be from 4 through 30 seconds. The default is 15 seconds.

8 Press Return. The values you entered are set amtitiye
config> prompt is displayed.

Enabling and Disabling STP

You can disable and reenable STP on a specific port, if the port currently exists. STP
is automatically enabled (the default) on all bridge ports at installation.

Caution

Digital recommends you keep STP enabled on all ports. Disabling STP may result
in loops and severe network congestion.

Disabling STP

To disable STP on a specific port, perform the following steps. Disabling STP on a port
causes the port to transition to the forwarding state immediately.

Step Action

1 At the Bridge config> prompt, entedisable_sp.

2 Press Return. The following message is displayed:
Port Number [1]?

3 Enter the number of the bridge port for which you want to disable STP.

4 Press Return. STP is disabled on the specified port arigtithge
config> prompt is displayed.
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To enable STP on a specific port, perform the following steps:

Step Action
1 At the Bridge config> prompt, enteenable sp.
2 Press Return. The following message is displayed:
Port Number [1]?
3 Enter the number of the bridge port for which you want to enable STP.
4

Press Return. STP is enabled on the specified port afstitge
config> prompt is displayed.
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Forwarding Using Only Manually Created Address Filters

You can configure the switch to forward frames using only manually created address
filters. Doing so allows you to strictly control traffic through selected ports and can
provide an additional level of security to the desired subnetworks.

For example, you may want to operate a port securely so that only one system is
allowed to source and sink traffic on that port. To do so, you enable manual mode on
the port. You then create an address filter entry (permanent or static) for that system’s
MAC address, specifying only that port in the filter's allowed port map. In addition, if
you want multicast or broadcast frames to be forwarded to that port, you must create
an address filter for each such address, specifiying at least that port in the allowed port
map.

You configure the use of only manually created filters by enabling manual mode on
selected ports. When manual mode is enabled, the port’s forwarding table that contains
learned addresses is purged, and new addresses are not learned. However, you can still
configure new MAC address filters manually. (Refer to the Configuring Permanent
Address Filters section for information about creating address filters manually.) The
addresses and locations of other network devices are relearned if manual mode is later
disabled.

Enabling Manual Mode
To enable manual mode, perform the following steps:

Step Action

1 At the Bridge config> prompt, entegnable manual-mode

2 Press Return. The following message is displayed:
Port Number [1]?

3 Enter the number of the port on which you want to enable manual mode
(disable bridge learning).

4 Press Return. Manual mode is enabled on the specified port and the
Bridge config> prompt is displayed.

5 Repeat steps 1 through 4 for each port on which you want to enable
manual mode.
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Disabling Manual Mode
To disable manual mode (enable bridge learning), perform the following steps:

Step Action

1 At the Bridge config> prompt, entedisable_nmanual-mode

2 Press Return. The following message is displayed:
Port numbers [1-254]?

3 Enter the number of the port for which you want to disable manual mode
(enable bridge learning).

4 Press Return. Manual mode is disabled on the specified port and the
Bridge config> prompt is displayed.

5 Repeat steps 1 through 4 for each port on which you want to disable

manual mode.
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Enabling and Disabling a Bridge Port

You can enable or disable selected bridge ports, if the ports are already added. You
may want to disable a bridge port to help isolate network problems, for example.
Disabling a port turns off bridging services on the port but does not disable its
associated logical interface. Although a disabled port does not forward frames, it

continues to receive certain STP packets. All bridge ports are enabled (the default) at
startup.

Enabling a Port

To enable a bridge port, perform the following steps:

Step Action

1 At the Bridge config> prompt, enteenable port
2 Press Return. The following message is displayed:
Port Number [1]?
3 Enter the number of the bridge port you want to enable.
4 Press Return. The selected port is enabled arBritige config>

prompt is displayed.

Disabling a Port

To disable a bridge port, perform the following steps:

Step Action

1 At the Bridge config> prompt, entedisable port.
2 Press Return. The following message is displayed:
Port Number [1]?
3 Enter the number of the bridge port you want to disable.
4 Press Return. The selected port is disabled argritige config>

prompt is displayed.
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Bridging Ethernet and FDDI Networks

When bridging an Ethernet LAN to an FDDI backbone, frames must be repackaged to
resolve differences in frame formats between the two networks. VNswitch 900EF
modules repackage the frames automatically using standard encapsulation and
translation. They also implement IP fragmentation automatically. However, you may
need to enable or disable IPX translation on a bridge if the bridge is to handle
datagrams transmitted by network nodes using IPX protocols.

IP Fragmentation

IP fragmentation is used to “cut up” (fragment) large data packets into frame sizes that
can be handled by Ethernet or Fast Ethernet LAN segments, or an Ethernet or Fast
Ethernet ATM Emulated LAN or Bridge Tunnel. This may occur, for example, if

IP datagrams traverse multiple LAN segments to reach their destination. If the first
LAN segment the datagram enters is an FDDI or ATM segment, larger IP datagrams
are accommodated by FDDI and ATM frames. If subsequent hops include an Ethernet
or Fast Ethernet LAN segment, however, the FDDI or ATM frames may then be too
large for the smaller Ethernet frames. IP fragmentation is used to resolve this
incompatibility. Destination devices reassemble the fragmented packets when the
packets are received. You cannot disable IP fragmentation.

Condition Under Which Packets Are Discarded

IP packets cannot be fragmented if their Don’t Fragment Bit (DF Bit) is set. If a
packet's DF Bit is set, the packet is discarded and an ICMP message is sent notifying
the source node of the condition.

Enabling and Disabling IPX Translation

Internetwork Packet Exchange (IPX) is a peer-to-peer networking protocol for Novell
NetWare. You may need to enable IPX translation on a VNswitch module under the
following circumstances:

« Some nodes on your network are set to generate and receive IPX datagrams in
Raw Ethernet frame format

« Some nodes in the same NetWare network number as above are directly connected
to an FDDI LAN

Translation is necessary under the above conditions because the FDDI-attached
NetWare node cannot recognize raw frames, while the Ethernet-attached nodes are
configured to recognize only raw frames. For all these nodes to communicate, the
VNswitch modules can be configured to translate between raw format (on the Ethernet
LAN) and SNAP format (on the FDDI LAN).
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Note

IPX translation incurs extra overhead when forwarding frames. If possible,
reconfigure the Ethernet-attached nodes in this scenario to use SNAP
encapsulation so that IPX translation is not needed. Note also that if all the nodes
in the network number use raw encapsulation, then IPX translation is not needed
since Raw frames can be sent over the FDDI network.

Translation Rules

To determine whether IPX translation should be enabled or disabled on a VNswitch
900EF module, you must understand the translation rules listed in Table 7-4. The
examples in the table refer to Figure 7-1.

Table 7-4:IPX Translation Rules

If. .. And. . . Then. ..

The Raw Ethernet frames
are translated and are
output to the FDDI
backbone as SNAP
frames.

The switchreceives a Raw IPX translation is
Ethernet frame from an  enabledon the switch
Ethernet LAN (switch 1)

The Raw Ethernet frames
arenot translated and are
output to the FDDI
backbone as Raw Ethernet
frames.

The switchreceives a Raw IPX translation is
Ethernet frame from an  disabledon the switch
Ethernet LAN (switch 1)

The switch receives a
SNAP frame from an
FDDI backbone
(switch 2)

The switch receives a
SNAP frame from an
FDDI backbone
(switch 2)

IPX translation is
enabledon the switch

IPX translation is
disabledon the switch

The SNAP frames are
translated and are output
to the Ethernet LAN
(LAN B) as Raw Ethernet
frames.

The SNAP frames aneot
translated to the Raw
Ethernet frame type and
are output to the Ethernet
LAN (LAN B) as SNAP
frames.
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Examples

The following examples show how you can use the translation rules to accommodate
several network configurations. Figure 7-1 is used to illustrate the examples.

NetWare server A on LAN A must exchange data with the Novell workstations on
LAN B. Because the nodes on both LAN A and B generate and receive only Raw
Ethernet frames, IPX translation does not need to be enabled on either switch 1 or
switch 2.

NetWare server B, directly connected to the FDDI backbone, must exchange data
with the Novell workstations on LAN B. Because the server is set to handle SNAP
frames, it can place data on the backbone without modification. However, in order
for the workstations on LAN B to receive the SNAP frames, the frames must be
translated back to Raw Ethernet format by switch 2. IPX translation must,
therefore, be enabled on switch 2.

Conversely, in order for the workstations on LAN B to place their Raw Ethernet
frames on the FDDI backbone, switch 2 must have IPX translation enabled. The
switch can then translate the frames between raw format and SNAP format.

Figure 7-1: VNswitch 900EF Modules Requiring IPX Translation

NetWare
Server B
(SNAP)

NetWare
NetWare Workstation
Server A (Raw Ethernet)
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NetWare Ethernet Frame Type Options

The NetWare operating system can be set to encapsulate IPX datagrams into one of
several Ethernet frame types, two of which are Raw Ethernet and SNAP. What frame
type you can set on the NetWare node varies, depending on the type of network to
which the node is connected:

If. .. Then. ..
The NetWare node is directly The NetWare operating system can be
connected to an Ethernet LAN configured to encapsulate IPX datagrams

into any one of the following four Ethernet
frame types:

* Ethernet-lI
* Raw Ethernet
e Subnetwork Access Protocol (SNAP)

+ Destination Service Access Point
(DSAP)

The NetWare node is directly The NetWare operating system can be

connected to an FDDI backbone configured to encapsulate IPX datagrams
into any one of the following two Ethernet
frame types:

» Subnetwork Access Protocol (SNAP)

» Destination Service Access Point
(DSAP)

Note

Digital recommends that IPX network nodes, connected directly to Ethernet
LANSs, use the Ethernet-1l frame format for full connectivity of IPX stations across
Ethernet networks and FDDI bridged networks. If Ethernet-Il is used by all IPX
network nodes connected to an Ethernet LAN, IPX translation does not need to be
enabled on any VNswitch 900EF module.
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Enabling IPX Translation

To enable IPX translation, perform the following steps:

Step Action

1 At the Bridge config> prompt, enteenable ipx-translation.

2 Press Return. IPX translation is enabled on the VNswitch module.

Disabling IPX Translation

To disable IPX translation, perform the following steps:

Step Action

1 At the Bridge config> prompt, entedisable ipx-translation.

2 Press Return. IPX translation is disabled on the VNswitch module.
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Auto-Testing of Ports Inactive for Extended Periods

A failure can sometimes cause a port to loose the ability to receive frames although it
can still transmit frames. STP is unable to detect this condition. Such a failure can
result in a forwarding loop and severe network congestion.

You can set the maximum amount of time a port operates without receiving a frame,
although it may be transmitting frames. This setting, referred to as the No Frame
Interval, is expressed in seconds and is applied to all ports on a switch. If this time is
exceeded, the module tests the port for correct operation. If the self-test determines a
problem exists, the port and STP are disabled. (Refer to the Displaying Current Bridge
Configuration Parameters section for information about displaying a change in port
and STP status. Refer to Chapter 5 for information about displaying a change in the
status of the logical interface.) All three conditions are logged to the Event Logging
System. If no problem is found during the self-test, the No Frame Interval clock is
restarted.

To set or modify the No Frame Interval, perform the following steps:

Step Action

1 At the Bridge config> prompt, enteget no-frame-interval
[interval in secondl whereinterval in secondss the maximum
number of seconds the port is to remain inactive (no frames are received
by, or transmitted from, the port).

2 Enter the maximum number of seconds (ffoto 1000 the port is to
remain inactive before a test is run. The defalB0i@seconds.

3 Press Return. The No Frame Interval you entered is set for all ports on
the switch.

7-36 Configuring the Transparent Bridge



Setting the Time That Unused Addresses Are Retained

Setting the Time That Unused Addresses Are Retained

A port’s forwarding database stores Dynamic (learned) MAC addresses for a
predetermined period of time, referred to as the Aging Time. If the switch does not
receive a datagram from the device associated with that address within the period
specified by the Aging Time, the address is “unlearned” by the port. If the switch
subsequently receives data with that destination address, the data is forwarded through
all ports, except the one on which it was received. This process is referred to as
“flooding.”

You can set or modify the Aging Time for all ports on a switch. To do so, perform the
following steps:

Step Action

1 At the Bridge config> prompt, enteget ace.

2 Press Return. The following message is displayed:
Seconds [300] ?

3 Enter the Aging Time in seconds (from 10 through 1,000,000). The
default is 300 seconds.

4 Press Return. The Aging Time is set.
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Displaying Current Bridge Configuration Parameters

You can display specific information about various bridge configuration settings. To
display configuration information, perform the following steps:

Step Action

1 At the Bridge config> prompt, entefist configuration, where
configuration is the command you must enter to display the desired
information. Refer to Table 7-5 for a list of commands and for a
description of the information that is displayed when you enter the
command.

2 Press Return. The desired information and a Bedge config>
prompt is displayed.
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Example
Bridge config> list bridge

Transparent Bridge Configuration

Bridge: Enabled Bridge Behaviour: STB
Rate Limiting: Disabled Rate Limit value: 400
Raw 802.3 IPX Trans: Disabled No Frame Interval: 300

Bridge Database Information

Ageing Time: 300 Entries in Perm Database: 0
Number of Rehashes: 0

Spanning Tree Protocol Information
Bridge Priority: 32768/0x8000
Port Information

Number of ports: 15

Port Interface State  Behaviour STP Manual Mode
10 Enabled STB Only Enabled Disabled
21 Enabled STB Only Enabled Disabled
3 2 Enabled STB Only Enabled Disabled
4 3 Enabled STB Only Enabled Disabled
5 4 Enabled STB Only Enabled Disabled
6 5 Enabled STB Only Enabled Disabled
7 6 Enabled STB Only Enabled Disabled
8 7 Enabled STB Only Enabled Disabled
9 8 Enabled STB Only Enabled Disabled

10 9 Enabled STB Only Enabled Disabled
11 10 Enabled STB Only Enabled Disabled
12 11 Enabled STB Only Enabled Disabled
13 12 Enabled STB Only Enabled Disabled
14 13 Enabled STB Only Enabled Disabled
15 14 Enabled STB Only Enabled Disabled
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Table 7-5: List Command Options and Descriptions

Command Description

address The following information is listed for any
permanent or static address you specify:

* Whether Rate Limiting is enabled for a
specific MAC address

» The address type (permanent, static,
dynamic, and so on) for the MAC address

* Theallowed (forwarding) orts for the
address

bridge The following information is listed about the
transparent bridge:

» Bridge state (enabled or disabled)
» Bridge behavior (Spanning Tr Bridge
only)
* Rate limiting state and value
» IPX translation state
* No Frame Interval
» Ageing Time
* Number of entries in permanent database

* Number of rehashes (the number of times
the module's programmable randomizer
function was reprogrammed to more
efficiently access the address and protocol
databases used by the lookup engine)

» Bridge priority and STP standard

* Number of port, and a list of port numbers
and their associated interface nunsoer

e Port states anwhethe STP and Manual
Mode is enabled on each port

default-protocol-filter A list of defaul protocol filters in use ara list
of their forwarding ports
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Command

Description

part

protocol-filter

range

The following information is listed for the port
you specify:

ID and state of the port
Whether STP is enabled

Type of functionality supported by the port
(Transparent Bridging only)

Whether Manual Mode is enabled

The number of the logical interface
associated with the port, and its type
(Ethernet, FDDI, and so on)

Path Cost of the port

The following information is listed about
protocol filters:

List of protocol filter classes in use

List of protocol filter classes in use,
including type

Whether Rate Limiting is enabled

The ports on which the protocol is
forwarded

The following information is listed for each
address within the range of permanent or static
MAC addresses you specify:

Whether Rate Limiting is enabled

The address type (permanent, static,
dynamic, and so on) for the range of MAC
addresses

The allowed ports for the addresses

The following information is listed about STP:

STP’s Bridge Max Age time
STP’s Bridge Hello Time
STP’s Bridge Forward Delay
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Chapter 8

Monitoring the Transparent Bridge

Overview

Introduction

This chapter provides information about how to monitor the VNswitch module
transparent bridge and how to configure static addresses. Monitoring includes the
ability to display specific information about operational states, activity counters, and
various bridge configuration settings. Static addresses you configure are stored in
volatile RAM and are lost when the switch is powered down or restarted. The
addresses, therefore, must be relearned when power is again applied to the switch.

In This Chapter

The following topics are covered in this chapter:

Topic Page
Accessing and Exiting the Bridge Monitor Prompt 8-2
Monitoring the Bridge 8-3
Configuring a MAC Address As a Static Entry 8-17
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Accessing and Exiting the Bridge Monitor Prompt

You must access the Bridge monitor prompt to monitor bridge parameters and to
configure static MAC addresses. The prompt is accessed from the Monitor prdmpt (

Accessing the Bridge Monitor Prompt

To access the Bridge monitor prompt, perform the following steps:

Step Action

1 At the Monitor prompt ), enterprotocol, followed bybridge.

Example: +protocol bridge

Press Return. The Bridge monitor promBR(DGE>) is displayed.

Note

Thebridge command is the default entry fprotocol. Therefore, at the Monitor
prompt, you can simply enter and then press Return twice.

Exiting the Bridge Monitor Prompt

You exit the Bridge monitor prompt to return to the Monitor prompt.
Example

To return to the Monitor prompt] from theBRIDGE>prompt, enteexit and then
press Return.
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Monitoring the Bridge

You can monitor the bridge by displaying such information as operational states,
activity counters, and various configuration settings associated with the following
bridge software components:

« General bridging operation
« Bridge ports

* MAC address database

* Protocol filters

e Spanning Tree Protocol

General Bridging Operation
You can display the following types of information about the bridge:

» Operational states and port profile

* Aging parameters

To display a profile of the bridge’s ports, aging parameters, and information about the
operational state of various bridge functions such as IP fragmentation and rate limiting,
perform the following steps:

Step Action

1 At the BRIDGE>prompt, entefist bridge.
2 Press Return. The desired information and a BRADGE>prompt is
displayed.
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Example
BRIDGE=list bridge

Bridge state:
Multicast Rate Limiting:Disabled (400 pps)
300 seconds

No Frame Interval:

Raw 802.3 IPX Trans:
Bridge type:
Ageing time:

STB

Enabled

Disabled

‘ Port's MAC Address ‘

300 seconds
Number of rehashes: 0

Number of static entries: 0 ‘ Maximum frame Size ‘
Number of dynamic entries: 5
Number of ports:
Operational
Maximum
Port Interface State MAC Addrglss PDUFIggs
1 VNbus/0 Up 00-00-F8-4E-B8-0I 4491 MD
2 Eth/O Down 00-00-F8-4E-B8-02 MD
3 Eth/1 Up 00-00-F8-4E-B8-03 1514 MD
4 Eth/2 Down 00-00-F8-4E-B8-04 MD
5 Eth/3 Down 00-00-F8-4E-B8-05 MD
6 Eth/4 Down 00-00-F8-4E-B8-06 MD
7 Eth/5 Down 00-00-F8-4E-B8-07 MD
8 Eth/6 Down 00-00-F8-4E-B8-08 MD
9 Eth/7 Down 00-00-F8-4E-B8-09 MD
10 Eth/8 Down 00-00-F8-4E-B8-0A MD
11 Eth/9 Down 00-00-F8-4E-B8-0B MD
12 Eth/10 Down 00-00-F8-4E-B8-0C MD
13 Eth/11 Down 00-00-F8-4E-B8-0D MD
14 Eth/12 Down 00-00-F8-4E-B8-0E MD
15 Eth/13 Down 00-00-F8-4E-B8-0F MD

Flags: ME = Manual Mode Enabled, MD = Manual Mode
Disabled

LKG-10367-97C

Port Activity Counters
To display information about port activity, perform the following steps:

Step Action

1 At the BRIDGE>prompt, entetist counters ports, whereportsis the
option you must enter to display the desired information. Refer to Table
8-1 for a list of options and for descriptions of the information that is
displayed when you enter the option.

2 Press Return. The desired information and a BRADGE>prompt is
displayed.
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Table 8-1: List Counters Command Options and Descriptions

Option Description
all-ports Lists port activity counters for all ports.
port port-number Lists port activity counters for a specific port,

whereport-numberis the number of the port
for which you want to display information.

summary Displays the sum of activity across all ports for
each counter.

Example
BRIDGE=ist counters summary

Port restarts: 2

Total frames received by interfaces: 38412
IP frames fragmented: 0

IP frames not fragmented: 0
Frames submitted to bridging: 38412
Frames with unknown dest address: 1121
Frames causing learning transactions: 10
Dropped, source address filtering: 0
Dropped, dest address filtering: 32952
Dropped, protocol filtering: 0
Dropped, address rate limiting: 0
Dropped, protocol rate limiting: 0
Dropped, input queue overflow: 0
Dropped, source or dest port blocked: 0
Dropped, terminating queue overflow: 0
Dropped, fragmentation queue overflow: 0
Dropped, translate flood queue overflow: 0
Dropped, translation failure: 0
Frames sent by bridging: 228
Dropped, transmit queue overflow: 0
Dropped, transmit error: 0
Dropped, too hig to send on port: 0
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Bridge Ports
You can display the following informati for one or all bridge poris

« PortID

*  Whether STP and Manual Mode are enabled

* Name and number of the interface associated with the port
» State of the port

« For the VNbus port, state information is also provided for each instance of STP
running over the VNbus through the VNbus port

If the port is a member of a VLAN Secure Domain (VSD), the state of each VSD is
listed, followed by the number and name of the VSD.

To display information abowone or all Iridge pors, perform the following steps:

Step Action

1 At the BRIDGE= prompt, ente list part port-numbel, whereport-
numbel is eithel the number of the port for which you want to display
informatior or all for information about all por.s

2 Press Return. The desired information and a BRIDGE=> prompt is
displayed.

Examples

The first example shows the types of information displayed for any port, other than the
VNbus port. The second example shows the types of information displayed for the
VNbus port, including state information for each instance of STP running over the
VNbus and through the VNbus port. Each instance of STP indicates that two or more
VSDs, each of which is physically located on a different module in the same hub, are
linked into a single, larger VSD. The link is established over the VNbus on the
DEChub 900. Refer to Chapter 9 for additional information about VSDs linked over
the VNbus.

BRIDGE:>list port 14

Port Id (dec) :128:14, (hex): 80-0E
STP Participation: Enabled

Manual Mode : Disabled

Assoc Interface : 13 (FDDI/1)

Port State : Forwarding
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BRIDGE:=list port 1

Port Id (dec) :128: 1, (hex): 80-01
STP Participation: Enabled
Assoc Interface : 0 (VNbus/0)
Port state per STP instance:
VSD# Name State
1 DEFAULT Forwarding
2 Math Dept Learning

Monitoring the Bridge
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MAC Address Database

You can display the following information for each MAC address in the filtering
database:

Whether Rate Limiting is enabled for an address

Whether the address is a multicast address (an asterisk indicates it is a multicast
address)

Address entry type (dynamic, reserved, registered, and so on)

Last port on which the address was seen (dynamic, unicast static, and unicast
permanent addresses only)

Port on which the address was learned (dynamic, unicast static, and unicast
permanent addresses only)

Ports on which the addressallowed (permanent and static addresses only)

You can display this information selectively for addresses of a particular entry type
(permanent, static, registered, and so on), for a range of addresses, or on a per-port
basis.

To display information about selected portions of the database, perform the following
steps:

Step Action

1

At the BRIDGE:> prompt, entelist database¢ selected-informatio,
whereselected-informatio is the option you must enter to display the
desired information. Refer to Table 8-2 for a list of options and for
descriptions of the type of information that is displayed when you enter
the option.

Press Return. The desired information and a BRIDGE=> prompt is
displayed.
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Table 8-2: List Database Command Options and Descriptions

Option Description

all Lists information for all addresses associated
with all ports.

dynamic Lists information for all dynamic entries in the
database.

local Lists information for all registered entries in
the database.

permanent Lists information for all permanent entries in
the database.

port Lists information for all addresses associated
with the specified port.

range Lists information for all addresses within a
specified range.

static Lists information for all static entries in the

database.
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Example
BRIDGE-=list database local

Last

Multi Rate Seen Learned Allowed
MAC Address Cast* Limit Entry Type Port Port Port(s)
00-00-F8-48-84-00 N/A Registered All
00-00-F8-48-84-02 N/A Registered 2
00-00-F8-48-84-03 N/A Registered 3
00-00-F8-48-84-04 N/A Registered 4
00-00-F8-48-84-05 N/A Registered 5
00-00-F8-48-84-06 N/A Registered 6
00-00-F8-48-84-07 N/A Registered 7
00-00-F8-48-84-08 N/A Registered 8
00-00-F8-48-84-09 N/A Registered 9
00-00-F8-48-84-0A N/A Registered 10
00-00-F8-48-84-0B N/A Registered 11
00-00-F8-48-84-0C N/A Registered 12
00-00-F8-48-84-0D N/A Registered 13
00-00-F8-48-84-0E N/A Registered 14
01-00-5E-00-00-01* Disabled Registered All
01-80-C2-00-00-00* Disabled Registered 2-13
FF-FF-FF-FF-FF-FF* Disabled Registered All

Protocol Filters

You can display the types of protocol filters and the default protocol filter applied to
one or more ports. Protocol filtering is supported for the following frame types:

» Ethernet-lI
e Subnetwork Access Protocol (SNAP)

» Destination Service Access Point (DSAP)

Displaying Protocol Filters

To display the protocol filters applied to one or more ports, perform the following
steps:

Step Action

1 At the BRIDGE>prompt, entetist protocol-filter frame-type where
frame-typeis the option you must enter to display the desired
information. Refer to Table 8-3 for a list of options and for descriptions
of the information that is displayed when you enter the command.

2 Press Return. The desired information and a BRADGE>prompt is
displayed.
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Table 8-3: List Protocol Filter Command Options and Descriptions

Option

Description

=k

ethertype protocol hexadecimal
value

dsag protocol hexadecimal
value

snag protocol hexadecimal
value

Lists all the protocol filters in use, and the ports
on which the protocols are filtered. The filters
are listed by frame type (Ethernet-1l, SNAP,
and SNAP) anihexadecimavalue. Refer to
Table 8-4, Table 8-5, and Table 8-6 for a list of
hexadecimavalues forcommon rotocos.

Lists the ports on which the specified protocol
is filtered, whereprotocol hexadecimal val. e

is thehexadecimavalue of the protocol in
which you are interested. Refer to Table 8-4 for
a list ofhexadecimavalues forcommon
Ethernet-11 protoccs. EnterQ, the default, to
display all Ethernet-II protocols that are
filtered.

Lists the ports on which the specified protocol
is filtered, whereprotocol hexadecimal vall e

is thehexadecimavalue of the protocol in
which you are interested. Refer to Table 8-5 for
a list ofhexadecimavalues forcommon

DSAP (also referred to as SAP) protcs. ol
Enter10C, the default, to display all SAP
(DSAP) protocols that are filtered.

Lists the ports on which the specified protocol
is filtered, whereprotocol hexadecimal vall e
is the1G-digit hexadecimavalue of the
protocol in which you are interested. Refer to
Table 8-6 for a list ohexadecimavalues for
common {NAP protocos. Enter00-00-00-00-
0C, the default, to display all SNAP protocols
that are filtered.

Example
BRIDGE:=list protocol-filter all

Destination SAP Rate Limit

01 Disabled
Ethernet type Rate Limit
0800 Enabled

No SNAP filters configured

Port(s)
2-3
Port(s)
4-8
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Table 8-4: Hexadecimal Values for

Protocol Hexadecimal Value
IP 0800
ARP 0806
CHAQOS 0804
DECnet MOP Dump/Load 6000
DECnet MOP Remote Console 6002
DECnet 6003
DEC LAT 6004
DEC LAVC 6007
XNS 0600
Maintenance Packet Type 7030

Apollo Domain
Novell NetWare IPX
AppleTalk Phase 1
Apple ARP Phase 1

Loopback assistance

8019 (Ethernet)
8137 (Ethernet)
809B
80F3
9000

Table 8-5: Hexadecimal Values for

Common D SAP Protocols

Protocol Hexadecimal Value
Banyan SAP BC (used for only 802.5)
Novell IPX SAP EO (used for only 802.5)
NetBIOS SAP FO

ISO Connectionless Internet FE
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Table 8-6: Hexadecimal Values for Common SNAP OUI/IP Protocols

Protocol Ten-Digit Hexadecimal Value
AppleTalk Phase 2 08-00-07-80-9B
Apple ARP Phase 2 00-00-00-80-F3

Proprietary AppleTalk Phase 1 00-00-93-00-02
for FDDI

Proprietary AppleTalk ARP 00-00-93-00-03
Phase 1 for FDDI

Displaying Default Protocol Filters

You can also display default protocol filters used to faleframes of a particular type

from one or more output bridge ports, using protocols not already filtered as described
above. For example, the module can be configured so that Ethernet frames conforming
to the AppleTalk Phase 1 protocol are discarded, while a default filter is used to discard
all Ethernet frames of any other protocol type such as IP, ARP, DECnet, and so on.

To display the default protocol filters applied to one or more ports, perform the
following steps:

Step Action

1 At the BRIDGE>prompt, entetist default-protocol-filter .
2 Press Return. The desired information and a BRADGE>prompt is
displayed.
Example

BRIDGESist default protocol-filter
Protocol Allowed Ports

DSAP 1-254
ETHER 1-254
SNAP 1-254
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Spanning Tree Protocol
You can display the following information about STP:

» Configuration parameters such as the Bridge Hello Time, port Priorities and
Costs, the number of VSDs on a port, and whether STP is enabled on a port

« Activity data such as the number of times the network topology has changed and
the number of BPDUs sent and received

*  Whether STP is active on a given port
« Information about the designated root and designated bridge for each port

To display information about the Spanning Tree Protocol, perform the following steps:

Step Action

1 At the BRIDGE:= prompt, entelist stp option, whereoption is the
option you must enter to display the desired information. Refer to Table
8-7 for a list of options and for descriptions of the type of information
that is displayed when you enter the option.

2 Press Return. The desired information and a BRIDGE=> prompt is
displayed.
Example
BRIDGE:>list stp counters 1
Time since topology change (seconds): 1
Topology changes: 371
BPDUs received: 4454
BPDUs sent: 2968
Port Interface BPDUs received BDPU input overflow Forward transitions
1 FDDI/O 0 0 0
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Table 8-7: List STP Command Options and Descriptions

Option

Description

configuration

counters vsd#-or-name

Lists the following STP parameters configured
on the switch:

Bridge Maximum Age
Bridge Hello Time
Bridge Forward Delay

Hold Time (This value is fixed at one
second and is not configurable, as required
by IEEE standard 802.1D.)

Interface type and number, Priority, Cst,
Administrative State, and number of VSDs
on each padr

Lists the following information about STP
activity, wherevsd#-or-nam is the number or
name of the VSD for which you want the
information displaye. If no number or name is
specified, information for all VSDs is
displayed.

Time, in seconds, since tcurrent
topology change ithin the VSL was
detected. This value is zero when there is
no topology change in effect.

Number of changes in network topology
within the VSDsince the VSD was created

Number of BPDUSs received and sent by the
VSD

Number of BPDUs received, BPDU input
overflow, and forward transitions for each
port in the VSD
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Option

Description

state vsd#-or-name

tree vsd#-or-name

Lists the following information about STP
activity, wherevsd#-or-names the number or
name of the VSD for which you want the
information displayed. If no number or name is
specified, information for all VSDs is
displayed.

« |ID (a combination of the bridge priority
and address) for the instance of STP in the
VSD

« ID (a combination of the bridge priority
and address) of the root bridge in the
VSD’s spanning tree

« Path Cost of the root port in the VSD’s
spanning tree

* Which port is the root port on the VSD’s
spanning tree

e Current Bridge Max Age, Hello Time, and
Forward delay dictated by the root bridge
and used by all bridges in the VSD'’s
spanning tree

» Whether the VSD’s spanning tree has
detected (True or False) a topology change

» Whether the root bridge has confirmed
(True or False) a topology change in the
VSD’s spanning tree

» State (Forwarding, Blocking, Listening,
Learning, or Down) of each port in the
VSD

Lists the following information for each port in
the VSD’s spanning tree, whersd#-or-name
is the number or name of the VSD for which
you want the information displayed. If no
number or name is specified, information for
all VSDs is displayed.

» Associated interface number
» Designated root

» Designated cost

» Designated bridge

» Designated port
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Configuring a MAC Address As a Static Entry

This section discusses how to add MAC address filters as static entries. This section
also describes how to modify and delete static entries. Because static addresses are
stored in volatile RAM and are lost when the switch is powered down or restarted, you
may find the ability to add static entries to be most useful when trying to isolate
network problems. (Refer to Chapter 1 for information about volatile RAM.) Static
entries are not affected by address Aging Time. (Refer to Chapter 7 for information
about address aging.)

The process of filtering network traffic is used to reduce the amount of unnecessary
traffic over specific segments of a network, thereby maximizing network capacity and
performance. It can also be used to restrict the distribution of sensitive information to
specific locations. You can configure the VNswitch module to selectively filter or
forward packets it receives, based on their MAC addresses and protocol types.

You configure a filter by specifying a set of ports that are allowed for a given MAC
address. The address can be an individual, multicast, or broadcast address. If a packet
has a source or destination MAC address that is listed in the filter, the packet is allowed
on the specified set of ports. If the address is not listed in the filter, the packet is
dropped (filtered).

Source Address Filtering

A packet received on an input port is dropped (filtered) if the source address is listed
in a filter and the input port is not one of the allowed ports. In addition, the source
address is not learned.

If the input port is one of the allowed ports, the packet is a candidate for forwarding,
based on the behavior of destination address filtering and protocol filtering. (Refer to
Chapter 5 for information about protocol filtering.)

Destination Address Filtering

A packet about to be placed on an output port is forwarded if the destination address is
listed in a filter and the output port is one of the allowed ports. If the address was not
previously learned, the packet is flooded to the subset of the allowed ports that are in
the forwarding state.
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Creating and Modifying a Static MAC Address Filte r
To create or modify a static MAC address filter, perform the following tasks:

Task Description

1 Identify the address to be filtered and the pon whichthe address is
allowed.

2 Enable or disable multicast rate limiting.

Identifying the Address and  Allowed P orts

The address you specify when creating a filter are added to the switch’s static
database (volatile RAM). To identify t allowec portsfor an addres perform the
following steps:

Step Action

1 At the BRIDGE:= prompt, enteget static-address:.

You can, alternatively, entset tatic-addressmac_addres, where
mac_addresis the 12-digit MAC address for which you want to create
or modify a filter on the module. If you enter the command using this
syntax, and go to step 4.

2 Press Return. The following message is displayed:
Address (in 12-digit hex) []?

3 Enter the 12-digit MAC address for which you want to create or modify
a static filter You can enter the address with or without hyphens
separating the octets. For example, you can 11-22-33-44-55-€ or
112233445565

4 Press Return. The following message is displayed:

Enter allowed ports (0 for "none") []?

If you are modifying the forwarding ports for an existing address, the
previously configured ports are the default.
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Step Action

5 Enter a list of the bridge ports to which you want the packet with the
specified MAC address forwarded. (The packet is filtered from those
ports not entered.) Ent&rif you want the packet filtered from all ports.
Enterall if you want the packet allowed on all ports. You can list the
forwarding ports individually by separating each with a comma (for
examplel,2,3,4,9 or you can enter a range of ports by separating the
first and last port numbers in the range with a hyphen (for exafple,
5). You can also combine a list of individual entries with a range of
entries (for examplel,-4,6,7. Spaces are not permitted between port
numbers and the comma or hyphen.

6 Press Return.

If the address is a unicast address, the address is set @rititie
config> prompt is displayed.

If the address is a multicast address, the following message is displayed:
Enable Multicast Rate Limiting (Yes or No)? [NO]:
Refer to the Enabling and Disabling Multicast Rate Limiting section.

If the specified ports do not exist, the address is set for forwarding on the
port but the port setting has no effect. A message similar to the following
is displayed in addition to the Bridge config or rate limiting prompts,
whichever is appropriate:

Warning, ports 9, 10 do not exist

Enabling and Disabling Multicast Rate Limiting

Multicast rate limiting is used to minimize the effects of multicast storms. You can
restrict multicast storms, consisting of packets that have a specific destination MAC
address, to that segment of the network from which the packets are generated. You do
so by setting the maximum number of those packets the VNswitch module is to
forward per second, and by enabling rate limiting.

Rate limiting is enabled on both a per-address basis and a switchwide basis. This
section provides instructions about how to enable or disable rate limiting on a per static
MAC address basis. Refer to Chapter 7 for information about setting the maximum
number of packets per second and enabling or disabling rate limiting on a switchwide
basis.
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To enable or disable multicast rate limiting for the static address specified in the
Identifying the Address and Allowed Ports section, perform the following steps:

Step Action

1 EnterYesto enable Multicast Rate Limiting.
EnterNo to disable Multicast Rate LimitingNo is the default unless it
was previously enabled for the address.

2 Press Return. The selected filter is applied to the module and rate
limiting is enabled or disabled, as specified.

Deleting Static MAC Address Filters

This section describes how to delete static MAC addresses that you, or another switch
administrator, previously entered manually. (Refer to the Creating and Modifying a
Static MAC Address Filter section.) Deleting an address filter removes the address
from the forwarding database as well as its associated multicast rate limiting status.

Note

Permanent, registered, and reserved addresses cannot be deleted.

To delete a static MAC address, its filter, and its associated rate limiting records,
perform the following steps:

Step Action

1 At the BRIDGE>prompt, entedelete mac_address
You can, alternatively, enteleleteaddress whereaddresss the 12-
digit MAC address you want to delete. If you enter the command using
this syntax, and go to step 4.
2 Press Return. The following message is displayed:
Address (in 12-digit hex) []?

3 Enter the 12-digit MAC address you want to delete.

4 Press Return. The specified address is deleted. If you entered an address
that does not exist, the following message is displayed:

Static address entry not found.
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Chapter 9

Configuring Virtual LANs

Overview

Introduction

A VLAN is a group of bridge ports logically linked to define a LAN on one or more
hubs. This network configuration scheme enables you to configure a set of devices so
they logically appear to be on the same LAN segment, although they may be physically
on different segments. You can create a maximum of 32 VLANs per VNswitch
module.

Assume, for example, that two of five members in a bank’s loan department are located
in different areas of a building. Further, the two individuals are using terminals that are
physically connected to an ATM emulated LAN, while the other three workers’
terminals are physically connected to a segment in an Ethernet LAN. You can
configure the switch software so that all five terminals are logically on the same LAN,
thereby minimizing traffic from the loan department over those segments of the
network outside the loan department’s VLAN. The five terminals can be physically
connected to either the same VNswitch module (900AE, in this case), or to two or more
VNswitch modules on the same or different hubs. If any individual is later assigned to
another department, the switch software can be dynamically reconfigured so the user’s
terminal is no longer associated with the loan department's VLAN, but is associated
with a different VLAN, if desired.

In This Chapter

The following topics are covered in this chapter:

Topic Page
VLAN Secure Domains 9-3
Accessing and Exiting the VSD Configuration Prompt 9-5
Creating VSDs 9-6
Modifying VSDs 9-12
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Topic Page
Deleting VSDs 9-15
Displaying Information About VSDs 9-16
Configuring the VNbus to Support VLANSs 9-19
Assigning a VNswitch IP End Node to a VSD 9-21
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VLAN Secure Domains

VNbus

VNbus Tags

Default VSD

A VLAN Secure Domain (VSD) is a logical set of one or more VLANS that operates
with one spanning tree. The resulting configuration is a set of distinct bridge ports
isolated from other ports on the same switch by blocking all unicast and multicast
traffic between VSDs. The VNswitch 900 series of modules presently supports one
VLAN per VSD, but the VSD concept provides for expanded support of multiple
VLANSs within a single VSD.

The Virtual Network bus (VNbus) is a set of three dynamically configured buses on
the backplane of the DEChub 900 MultiSwitch. Each operates at 400 Mb/s for a total
available capacity of 1.2 Gb/s. The VNbus is the medium used to pass Virtual LAN
traffic between modules, when you configure a VLAN across two or more modules in
the same hub.

A VNbus tag is a unique number used to link two or more VSDs, each of which is
physically located on a different module in the same hub. Assigning the same VNbus
tag number to the VSDs effectively links the individual VSDs (on different modules)
into a single, larger VSD. The link is established over the VNbus on the DEChub 900.

A VSD remains local to the module on which its ports reside, if no VNbus tag is
assigned.

All bridge ports on a VNswitch module are, by default, members of a default VSD. The
default VSD is numbered VSD 1 and is assigned the name “DEFAULT.” The VNbus
tag number for the default VSD is 65. The number, name, and VNbus tag cannot be
changed.

When more than one VNswitch modules is resident in a DEChub 900 MultiSwitch, all
ports on all VNswitch modules are, by default, members of the same (default) VSD.
Ports that are members of the default VSD operate as a traditional bridge without
VLANS, except that the bridge spans the VNbus. When you create a new VSD as
described in the Creating VSDs section, the ports you assign as members of the new
VSD are removed from the default VSD. Conversely, when a VSD is deleted, all ports
that were members of the VSD automatically become members of the default VSD.
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Spanning Tree Protocol Support

The Spanning Tree Protocol (STP) algorithm runs automatically for each VSD you
create Therefore, multiple spanning trees are supported on the t STP inhibits
loops in redundant bridges by assigning a redundant bridge as a backup.
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Accessing and Exiting the VSD Configuration Prompt

You must access the VSD configuration prompt to create and manage VSDs and to
display configuration information about VSDs.

Accessing the VSD Configuration Prompt
To access the VSD configuration prompt, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterprotocol bridge.

2 Press Return. The Bridge configuration pronifridqge Config> )
is displayed on the console.

3 At the Bridge Config> prompt, enterlans.

4 Press Return. ThéSD Config> prompt is displayed.

Exiting the VSD Configuration Prompt

You exit the VSD prompt to return to the Bridge configuration prompt. For example,
to return to the Bridge configuration promptridge Config> ) from theVSD
Config> prompt, enteexit and then press Return.
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Creating VSDs

How you create a VSD varies, depending on which of the following port groupings is
planned:

e« The VSD is composed of a port group located on a single module.

e The VSD is composed of multiple port groups, each of which is located on a
different module in the same hub.

 The VSD includes ATM Emulated LANs or Bridge Tunnels.

You use thereate vsdcommand to create a VSD, followed by one or more of the
command options shown in Table 9-1.

Table 9-1: Create VSD Command Options

Command Option Description

ports port-list Theport-list is a list of the bridge ports you
want to assign to the VSD. You can list the
ports individually by separating each with a
comma (for examplel,, 2,3,4,5 or you can
enter a range of ports by separating the firstand
last port numbers in the range with a hyphen
(for example1-5). You can also combine a list
of individual entries with a range of entries (for
example 1-4,6,7. Spaces are not permitted
between port numbers and the comma or
hyphen.

namename Thenameis the name you want to assign to the
VSD (Math_dept, for example). A name can
be composed of up to 32 ASClI-printable
characters, except a question mark (?), must
not include spaces, and must contain at least
one alphabetic character. The name assigned
must be unique. You cannot create another
VSD on the same module using the same
name. Assigning a name to a VSD is optional.
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Command Option

Description

tagvnbus-tag

A VNbus tag is a unique number used to link
two or more VSDs, each of which is physically
located on a different module in the same hub.
Assigning the same VNbus tag number to the
VSDs effectively links the individual VSDs

(on different modules) into a single, larger
VSD. The variablenbus-tagcan be any
number from 66 through 128. To connect
VSDs on different hub modules, assign the
same VNbus tag number to each. For example,
if you want to make VSD 3 on a VNswitch
900AE module and VSD 2 on a VNswitch
900EE module members of the same VSD,
assign the same VNbus tag number (66, for
example) to both VSDs.
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VSDs Within a Single Module

You create a VSD within a single module by identifying those ports that are members
of the VSD. The switch then assigns a number to each VSD you create. The default
VSD always retains the VSD number of 1, even if all ports are reassigned to newly
created VSDs. You can also, optionally, assign a name to the VSD. Assigning a name
(for exampleMath_dept) to the VSD provides a way of more easily recognizing
functional groupings of ports, rather than simply using the system-assigned VSD
number.

To create a VSD within a single module, perform the following steps:

Step Action

1 Access the VSD configuratioWED Config> ) prompt. (Refer to the
Accessing the VSD Configuration Prompt section for instructions.)

2 If you want to create a VSD without assigning it a name, eneate
vsd ports port-list.

If you want to create a VSD and assign it a name, ergate vsd ports
port-list namename

Refer to Table 9-1 for a description of the options you can enter.

3 Press Return. The VSD you configured is created, including any name
you assigned. A message is displayed showing the number assigned by
the switch to the VSD. You can view the list of assigned VSD numbers
at any time. Refer to the Displaying Information About VSDs section
for instructions about how to do so.

VSDs Across Modules in a Single Hub

You can configure multiple VSDs located on different modules in the same hub, so that
they are members of the same VSD. You do so by assigning a number, called a VNbus
tag, to each VSD that is to be a member of the larger VSD. The logical VSD connection
that results from the assigned VNbus tag occurs over the hub's 400 Mb/s VNbus.

Assume, for example, that a VNswitch 900AE module and a VNswitch 900EE module
are both resident on a single DEChub 900 MultiSwitch. The 900AE module includes
VSD 1 namedseology_deptand VSD 2 nametflath_dept. The 900EE module
includes VSD 1 namellath_dept and VSD 2 name@hemistry_dept To make

VSD 2 (Math_dept) on the 900AE module and VSD W&th_dept) on the 900EE
module members of the same VSD, you assign the same VNbus tag number (66, for
example) to both.
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To create a VSD across modules in a single hub, perform the following steps:

Step Action

1 Access the VSD configuratioWED Config> ) prompt.

2 If you want to create a VSD without assigning it a name, eneate
vsd ports port-list tag vnbus-tag

If you want to create a VSD and assign it a name, ergate vsd ports
port-list namenametag vnbus-tag

Refer to Table 9-1 for a description of the options you can enter.

3 Press Return. The VSD you configured is created, including any name
and VNbus tag you assigned. A message is displayed showing the
number assigned by the switch to the VSD on the module. You can view
the list of assigned VSD numbers at any time. Refer to the Displaying
Information About VSDs section for instructions about how to do so.

4 If you want to link another group of ports located on a different module
to the VSD created in step 3, log in to the next module and repeat steps
2 through 4.

If you do not want to link another group of ports to the VSD, exit from
the VSD configuration prompt.

5 Configure the VNbus to support VLANSs. Refer to the Configuring the
VNbus to Support VLANSs section for information about how to do so.

VSDs Across ATM Emulated LANs and Bridge Tunnels

You can configure VSDs across ATM ports located on different modules in different

hubs. You do so by providing a logical connection from the bridge port associated with
an ATM LEC interface or ATM bridge tunnel that is a member of one module's VSD,

to the bridge port associated with an ATM LEC interface or ATM bridge tunnel that is

a member of a second module's VSD.
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Figure 9-1: ATM ELAN and Bridge Tunnel VSDs
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To create a VSD across ATM ports located on different modules in different hubs, you
must first configure either an ATM LEC logical interface or an ATM bridge tunnel
logical interface. (Refer to Chapter 5 for information about how to do so.) You then
create a VSD according to the instructions in the VSDs Within a Single Module section
earlier in this chapter, including the LEC bridge port number or bridge tunnel port

number that is to be included in the VSD.
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Creating VSDs

Note

If you also want the VSD to span across modules in the same hub, you can add the
tag vnbus-tagoption to thecreate ysd command. For examplereate vsd ports

port-list tag vnbus-tag Refer to the VSDs Across Modules in a Single Hub

section earlier in this chapter.

Assume, for example, that two VNswitch 900AE modules are resident on different
DEChub 900s. An ELAN is configured from ATM LEC interface number 16 (port 17)
on one module to ATM LEC interface number 19 (port 20) on the second module.
(Refer to Chapter 5 for information about configuring ATM LEC and bridge tunnel
logical interfaces.) The first module includes VSD 3 naieath_dept. The second
module includes VSD 2, also namigidith_dept. To make VSD 3Nlath_dept) on

the first module and VSD Math_dept) on the second module members of the same
VSD, ATM LEC port number 17 is added to VSD 3 on the first module, and ATM LEC
port number 20 is added to VSD 2 on the second module.

Reserving VSDs

You reserve a VLAN Secure Domain by creating a VSD without assigning it ports.
You may want to do so if, for example, certain work groups or portions of the network
are not ready to go on line, while others are. You can later specify what ports are
members of the VSD when the work group or network segments are ready.

To reserve a VLAN Secure Domain, create a VSD according to the instructions in this
section, but do not use tperts port-list or tag vnbus-tagoptions to assign ports or

tags. The VSD you configure is created, including any name you assigned. A message
is displayed showing the number assigned by the switch to the VSD.

You can view a list of assigned VSD numbers, names, and tags at any time, and can
later assign ports and tags to the VSD. Refer to the Displaying Information About
VSDs section for instructions about how to view VSD numbers, names, and tags. Refer
to the Modifying VSDs section for instructions about how to add ports to reserved
VSDs.
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Modifying VSDs
You can modify a VSD's hame, list of assigned ports, or VNbus tag. You may want to

change assigned ports or a VNbus tag if, for example:

* Nodes logically associated with one VSD are moved and require new port
assignments

* Some members of a work group or department associated with one VSD are
moved and should be reassigned to another VSD

To modify a VSD’s name, list of ports, or VNbus tag, perform the following steps:

Step Action

1 Access the VSD configuratioED Config> ) prompt. (Refer to the
Accessing and Exiting the VSD Configuration Prompt section for
instructions.)

2 If you want to modify a VSD's name, entgrodify vsd numbername
new-name

If you want to modify the ports assigned to a VSD, emberdify vsd
numberports new-port-list

If you want to modify the VNbus tag assigned to a VSD, emedify
vsd numbertag new-vnbus-tag

If you want to modify the VSD using more than one command option
(for example the name, port list, and VNbus tag), entedify vsd
numbernamenew-nameports new-port-listtag new-vnbus-tag

Refer to Table 9-2 for a description of the options you can enter.

3 Press Return. The VSD is modified according to the changes you
entered. You can view the list of assigned VSD numbers at any time.
Refer to the Displaying Information About VSDs section for
instructions about how to do so.
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Table 9-2: Modify VSD Command Options

Command Option

Description

ports new-port-list

hamenew-name

Thenew-port-listis the new list of bridge ports
you want to assign to the VSD. You can list the
ports individually by separating each with a
comma (for examplel,,2,3,4,5 or you can
enter a range of ports by separating the firstand
last port numbers in the range with a hyphen
(for example1-5). You can also combine a list
of individual entries with a range of entries (for
example 1-4,6,7. Spaces are not permitted
between port numbers and the comma or
hyphen.

Thenew-nameis the new name you want to
assign to the VSD (changimgath_dept to
Advanced_Math_dept for example). A name
can be composed of up to 32 ASCIlI-printable
characters, except a question mark (?), must
not include spaces, and must contain at least
one alphabetic character. The name assigned
must be unique. You cannot create another
VSD on the same module using the same
name. Assigning a name to a VSD is optional.
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Command Option

Description

tag new-vnbus-tag

A VNbus tag is a unique number used to link
two or more VSDs, each of which is physically
located on a different module in the same hub.
Assigning the same VNbus tag number to the
VSDs effectively links the individual VSDs

(on different modules) into a single, larger
VSD. The variablenbus-tagcan be any
number from 66 through 128. To connect
VSDs on different hub modules, assign the
same VNbus tag number to each.

Modifying the VNbus tag for a VSD can be
used to change the membership of the ports to
that of another VSD that spans more than one
module on the same hub. Assume, for
example, that VSD 3 on a VNswitch 900AE
module and VSD 2 on a VNswitch 900EE
module are members of the same VSD because
they are both assigned the VNbus tag 66. The
900AE module has a second VSD (VSD 4) that
is assigned a VNbus tag of 67. You can change
the membership of VSD 2 on the 900EE
module by modifying its VNbus tag to 67, so
that it is now a member of the same VSD as
VSD 4 on the 900AE module.
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Deleting VSDs

You can delete VSDs one at a time, or you can delete all VSDs on a particular
VNswitch module at the same time. When a VSD is deleted, all ports that were
members of the VSD automatically become members of the default VSD. You cannot
delete the default VSD.

To delete one or all VSDs, perform the following steps:

Step

Action

1

Access the VSD configuratioED Config> ) prompt. (Refer to the
Accessing and Exiting the VSD Configuration Prompt section for
instructions.)

If you want to delete a single VSD, entirlete A\sd number or delete
vsdname wherenumberis the number of the VSD you want to delete
andnameis the name of the VSD you want to delete. (Refer to the
Displaying Information About VSDs section for instructions about how
to list the numbers and names assigned to existing VSDs.

If you want to delete all VSDs on the module, eglelete all

Press Return. The VSDs you entered are deleted and the ports that are
members of the deleted VSD become members of the default VSD.
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Displaying Information About VSDs

You can display the following configuration information for either a specific VSD or
for all VSDs:

*  VSD number

* VSD name

» List of ports that are members of a VSD on a single module
* VNbus tag associated with the VSD

e Warning messages

To display VSD configuration information, perform the following steps:

Step Action

1 Access the VSD configuratioED Config> ) prompt. (Refer to the
Accessing and Exiting the VSD Configuration Prompt section for
instructions.)

2 If you want to display information about a single VSD, efistivsd
numberor list vsd name wherenumberis the number of the VSD for
which you want to display information andmeis the name of the
VSD for which you want to display information.

If you want to display information about all VSDs on the module, enter
list all.

3 Press Return. Information about the specified VSDs is displayed.

Examples
VSD Config> list all

VSD Name Ports VNbus Tag
1 DEFAULT 6-9,11,13,15-29 65
2 new 24

3 test 5,12-14 98
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VSD Config> listvsd 3

VSD Number: 3
VSD Name: Math-Dept
VNbus Tag: 98

Port Assoc Interface #/Name
5 4/Eth/3

12 11/Eth/10

14 13/ATMLEC/0

Warning Messages

The following warning messages are also displayed under certain conditions when you
use thelist command:

Warning Message Description

TCP/IP-Host's affiliated VSD This message is displayed when the VSD

has no ports associated with TCP/IP Host Services
currently has no ports in it. When the VSD
associated with IP Host has no ports in it, there
is no remote access to TCP/IP Host Services.
Refer to the Assigning a VNswitch IP End
Node to a VSD sectic for additional
information about the relationship between
VSDs and TCP/IP Host ServiceRefer to the
Creating VSDs sectic for information about
how to add ports to an existing VSD.

VNbus unavailable -- VSDs do This message is displayed when the VNswitch

not span the hub module is installed in a DEChub 900
MultiSwitch and the module is not connected
to the VNbus. The message is a reminder that
VLANSs are not currently spanning the hub
even if VNbus tags are assigned to the VSDs.

One reason the VNbus may not be connected to
the module is that the module’s VNbus
interface may be disabled. Refer to Chapter 5
for information about how to enable and
disable an interface.
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Warning Message

Description

Module notin Hub -- VNbus tags This message is displayed when the VNswitch

not used

module is installed in a DEChub ONE docking
station. The message is a reminder that VNbus
tags are not used in a docking station and that
the values in the VNbus column can be
ignored. The VNbus tags in the VNbus column
are only applicable if the module is installed in
a DEChub 900 MultiSwitch.
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Configuring the VNbus to Support VLANs

If you plan to create a VLAN across two modules in the same hub, you may have to
configure the VNbus to establish a LAN segment on the bus. You may also have to
enable the VNbus port on those modules where the port is disabled. Because of certain
default settings and automated configuration functions, you need to configure the
VNbus only under the following conditions:

If. .. Then. ..

The DEChub 900 Auto-LAN feature You must establish a LAN segment on the
is disabled VNbus manually.

The VNbus port is disabled by you or You must enable the VNbus port.
another switch administrator

Establishing a LAN Segment on the VNbus

If you plan to create a VLAN across two modules in the same hub, an internal LAN
segment over the VNbus must first be created. A LAN segment is established after any
two modules are installed on the DEChub 900 MultiSwitch, and can be created either
automatically by the hub’s Auto-LAN feature, or manually using Digital’s clearVISN
MultiChassis Manager. Refer to the appropriate DEChub 900 documentation for
information about how to enable or disable the Auto-LAN feature. Refer to the
appropriate MultiChassis Manager documentation for information about how to create
an internal LAN manually.

Note

The VNbus uses only a portion of the DEChub 900 backplane’s flexible channels.
The remaining channels on the backplane are used when creating additional LAN
segments in the hub over which modules can exchange data. For example, two
Ethernet or two FDDI modules can be connected over the backplane instead of
over an external LAN. Such an internal LAN configuration can be reconfigured
through software only, without changing hardware connections as would be
required if the connection is through an external LAN. This capability is provided
through the optional MultiChassis Manager, a component of Digital’s clearVISN
network management product. Refer to the appropriate MultiChassis Manager
documentation for information about creating and deleting LAN segments over
the hub backplane, and how to create and delete connections to the segments.
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Disabling and Enabling a VNbus Port

VNswitch modules connect to the VNbus through VNbus port 1 on each module’s
back panel. You can disable and enable the VNbus port from your terminal console.
You may want to do so if, for example, you need to temporarily inhibit traffic flow
between two segments of a VLAN separated by two modules. The VNbus tag used to
create a VLAN across multiple modules remains unaltered if you disable a VNbus
port. Therefore, when you are ready to resume traffic flow across a VLAN between the
modules, you do not need to reapply the VNbus tags, you need only enable the VNbus
port.

The default setting for the VNbus port is enabled. Therefore, when you create a VLAN
across modules in a hub, you do not need to enable the VNbus port unless it is first
disabled by either you or another switch administrator.

Disabling the Port
To disable the VNbus port, perform the following steps:

Step Action

1 At the Bridge Config> prompt, entedisable port 1

2 Press Return. The module’s VNbus port is disabled.

Enabling the Port
To enable the VNbus port, perform the following steps:

Step Action

1 At the Bridge Config> prompt, enteenable port 1

2 Press Return. The module’s VNbus port is enabled.
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Assigning a VNswitch IP End Node to a VSD

VNswitch modules can serve as IP end nodes in a network. As an IP end node, a
module supports several IP protocols including, for example, Telnet, SNMP, TFTP,
and Ping. Telnet and SNMP provide two vehicles for remotely managing modules.
TFTP is used to backup and restore switch configurations. Ping is used to diagnose
network problems. Refer to Chapter 12 for information about using Telnet and SNMP.
Refer to Chapter 10 for information about backing up and restoring switch
configurations.

When the VNswitch module serves as an IP end node, you must perform the following
tasks before any of these IP protocols (Telnet, SNMP, and so on) can be used:

* Assign an IP address and subnet mask to the module
» Select the VSD on which you want a VNswitch IP end node to reside

Assume, for example, each of three VSDs represents a different IP subnet. You must
select the VSD on which the IP end node is to reside. If you select VSD 1, then you
must assign an IP address and subnet mask to the IP end node that is valid for VSD 1's
subnet. IP nodes directly attached to VSD 1's subnet can initiate an ARP request for,
and connect to, the module directly. IP nodes connected to other subnets (VSD 2, for
example) must connect to the module through a router.

You do not need to assign an IP address to the VNswitch module or assign the address
to a VSD if you do not want to use any of the IP end node protocols’ features (remote
management, network backup and restoration, and so on).

Restrictions

Assigning an IP host to a VSD affects only in-band management (IP packets received
over Ethernet, Fast Ethernet, FDDI, or ATM network interfaces). IP packets received
through the OBM port of a DEChub 900 MultiSwitch or a DEChub ONE are not
affected. Packets received through an OBM port are not subject to VSD or bridge
filtering.

Assigning an IP Address and Subnet Mask

Refer to Chapter 12 for information about how to assign the module’s TCP/IP host
address.
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Selecting the VSD on Which the Host Resides
To associate an IP Host address with a specific VSD, perform the following steps:

CAUTION

You should assign the VNswitch module’s IP host address and associate the host
address with a particular VSD one after the other. The VNswitch module must
then be restarted for the changes to take effect. If you change the IP address or the
address-to-VSD association without also changing the other and then restart the
module, you may lose inband connectivity to the module. This may occur because
the IP host address and the VSD’s subnet do not match. If you encounter this
problem, you may be able to correct the mismatch only by using a local console
(inband management), or by resetting the module to factory defaults.

Step Action

1 Access the VSD configuratioWED Config> ) prompt. (Refer to the
Accessing and Exiting the VSD Configuration Prompt section for
instructions.)

2 Enterset vsd ip-host.

3 Press Return. The following message is displayed:
VSD Number or Name (1): []?

4 Enter the number or name of the VSD to which you want to assign the
module’s IP address. The factory default is 1.

5 Press Return. The module’s IP address is associated with the specified
VSD.

6 Verify that the IP address assigned to the IP host matches the subnet of

the VSD. If it does not match, you should change the IP host address
before completing the next step.

7 Restart the module for the setting to take effect. Refer to Chapter 10 for
information about how to do so.
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Chapter 10

Performing Routine Maintenance

Overview

Introduction

This chapter describes VNswitch module maintenance procedures that you may need
to perform periodically, and those that you should perform regularly.

In This Chapter

The following topics are covered in this chapter:

Topic Page
Accessing and Exiting the Boot Config Prompt 10-2
Restarting the Switch 10-3
Upgrading and Reinstalling Switch Software 10-4
Backing Up and Restoring the Switch 10-16
Checking Available RAM 10-22
Capturing Restart or Crash Messages and Diagnostic Data 10-24
Displaying All Boot Config Settings 10-36
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Accessing and Exiting the Boot Config Prompt

You must access the Boot config prompoét config> ) to configure and manage
many of the parameters discussed in this chapter. The prompt is accessed from the
Config prompt Config> ).

Accessing the Boot Config Prompt
To access the Boot config prompt, perform the following steps:

1 At the Config prompt, entdsoot.

2 Press Return. The following message is displayed, followed by the Boot
config prompt:
TFTP Boot/dump configuration
Boot config>

Exiting the Boot Config Prompt
You exit the Boot config prompt to return to the Config prompt.

Example

To return to the Config promp€6nfig> ) from theBoot Config>  prompt, enter
exit and then press Return.
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Restarting the Switch

Certain switch configuration tasks require that you restart the switch for new
configuration settings to take effect. The switch is also started when power is applied.

Restarting the switch causes reinitialization of the switch software, using the same
executable and configuration it is currently running. The executable (also known as the
boot or image file) and configuration parameters are stored in the switch’s nonvolatile
flash memory. Restarting the switch also clears information stored in volatile memory,
including all bridge table entries not saved to NVRAM, and drops any packets in the
bridge. Recovery of the lost packets is the responsibility of the sending and receiving
nodes.

Note

Restarting a switch from a remote console terminates the console’s Telnet session.

How to Restart the Switch
To restart the switch, perform the following steps:

Step Action

1 At the Main prompt¥), enterestart.

2 Press Return. The following prompt is displayed:
Are you sure you want to restart the system? (Yes or [No]):
No is the default.

3 If you want to restart the switch, en¥esand press Return. The switch
is restarted.

If you do not want to restart the switch, press Return. The Main prompt
is again displayed.

Note

You can also restart the switch from the logon menu. Refer to Chapter 2 for
information about how to do so.
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Upgrading and Reinstalling Switch Software

This section discusses the following topics:
» Installing the software

» Configuring installation file locations

* Viewing installation file locations

* Modifying installation file locations

« Canceling the installation procedure

An upgrade replaces the current version of software with a newer version. A
reinstallation reloads the switch with a copy of the current version of the software. You
may need to reinstall the software if, for example, you have a problem upgrading to a
newer version and need to reinstall the earlier version until the problem is resolved.

The steps you complete to perform an upgrade or reinstallation are the same.
Therefore, for the purpose of this discussion, the term installation is used to mean
either an upgrade or a reinstallation.

Minimum Memory Requirements

Before you upgrade or reinstall a software image, you should check the amount of free
memory that is available. Free memory represents the number of bytes never allocated
from RAM. The minimum required before an upgrade or reinstallation is 2,097,152
bytes. Refer to the Checking Available RAM section for information about how to
verify that you have enough memory.

Installing the Software

The source software you use for an installation must be stored on a network host or
server. You may want to preconfigure the network location of the software prior to
performing an upgrade or reinstallation. (Refer to the Configuring Installation File
Locations section for instructions.) Although preconfiguring the network location is
not required, it reduces the number of steps you perform when installing the software.

The steps you perform to install the software vary, depending on whether you
preconfigured the network location of the software to be installed.
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Using a Preconfigured Network File Location

To upgrade or reinstall the switch software, perform the following steps:

Step

Action

1
2

At the Main prompt*), enterreload.

Press Return. The following promptdisplayec

Are you sure you want to reload the system ( Yes
or No)?

No is the default.

If you want to reload the switch softwe enterYes and jress Returt .

The switch performs a restart, taking itself off the network, reinitializes
itself, and reconnects to the network in IP Host-Only Mode. The switch
software is copied from the preconfigured location and stored in
NVRAM/flash memory The following sequence of messaciss
displayed

System restart...

Copyright 1995-1996 Digital Equipment Corp.

MOS Operator Control

IP Host-Only Mode-Upgrading Operational Image...

Network FLASH Upgrade Proceeding...

The installation is complete when the VNbus Traffic and VNbus Status
LEDs flash alternating green and yellow for about 10 seconds, and then
the LED pairs remain lit (either green or yellow) for another 10 seconds.
This occurs about 45 seconds after the following messagisplayed:

TFTP transfer complete: Status: OK.

After the installation or upgrade is successfully completed, hardware
diagnostics are run. This takes about 1 minute.

If the network location of the software to be installed is not
preconfigured, the following message and the Main prompt is displayed:

Aborted, No boot entries defined. Configure a
boot entry or use LOAD REMOTE.

If you do not want to reload the switch software, press Return. The Main
prompt is again displayed.

Note: Refer toTable 10-1 for a full description of the LED lighting
sequences during an upgrade.

If you are performing an upgrade, update the software version number
according to the instructions in the Updating the Software Version
Number section.
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Using an Unconfigured Network File Location

To upgrade or reinstall the switch software, perform the following steps:

Step

Action

1
2

10

At the Boot config> prompt, entefoad remote

Press Return. The following message is displayed:

Remote Host Address [0.0.0.0]?

Enter the IP address of the host or server on which the software to be
installed is located. The default addres8.&0.0

Press Return. The following message is displayed:

Remote Pathname []?

Enter the path and file name that identifies where on the host or server
the software is located.

Example: /usr/tftp/switch1l.ldc

Press Return. The following message is displayed:
First Hop Address [0.0.0.0]?

Enter the IP address of the first hop router that routes to other networks.
The first hop router and its address are needed if the remote host on
which the software is located is not on a directly connected network. The
default address 8.0.0.0

Press Return. The following message is displayed:
TFTP Timeout Value [10]?

Enter the desired TFTP timeout value. TFTP is the protocol the switch
uses to download the installation file. If the TFTP request is lost, TFTP
retransmits the request several times. The timeout value affects the
amount of time that passes before the next retry. The default timeout
value of 10 seconds is recommended. A value greater than 10 seconds
should be used if the path over which the installation is to occur is
typically slow.

Press Return. The following message is displayed:

Are you sure you want to reload the system (Yes
or No)?

No is the default.
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Step Action

11 If you want to reload the switch softwe enterYes anc press Return.
The switch performs a restart, taking itself off the netwreinitializes
itself, and reconnects to the network in IP Host-Only Mode. The switch
software is copied and stored in NVRAM/flash memory. The following
sequence of messages is displayed:

System restart...

Copyright 1995-1996 Digital Equipment Corp.
MOS Operator Control

IP Host-Only Mode-Upgrading Operational Image...
Network FLASH Upgrade Proceeding...

The installation is complete when the VNbus Traffic and VNbus Status
LEDs flash alternating green and yellow for about 10 seconds, and then
the LED pairs remain lit (either green or yellow) for another 10 seconds.
This occurs about 45 seconds after the following messagisplayed:

TFTP transfer complete: Status: OK.

After the installation or upgrade is successfully completed, hardware
diagnostics are run. This takes about 1 minute.

If you do not want to reload the switch software, press Return. The Main
prompt is again displayed.

Note: Refer to Table 10-1 for a full description of the LED lighting
sequences during an upgrade.

12 If you are performing an upgrade, update the software version number
according to the instructions in tUpdating the Software Version
Number section

LED Lighting Sequence During Load and Reload

The module’s LEDs provide information regarding the progress of an installation or
upgradelf the TFTP file transfer is successful, a CRC of the image received at the
module is performe. Table 10-1 describes the LED lighting sequences and the status
of the upgrade they reflect.
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Table 10-1: LED Lighting Sequence During Load/Reload

LED Lighting Sequence Upgrade Status

* VNbus Traffic LED (upper): CRC is in progress.
green

* VNbus Status (lower):
yellow

* VNbus Traffic LED (upper): CRC detects an error.
yellow

* VNbus Status (lower): green

* VNbus Traffic LED (upper): The image is being written to flash, following
green a successful CRC.

* VNbus Status (lower): green

* VNbus Traffic LED (upper) The process of writing the image to flash is
and VNbus Status LED complete.
(lower) both flash alternating
green and yellow for about 10
seconds, and then remain
solidly lit (either green or
yellow) for another 10
seconds

Updating the Software Version Number

You should update the version number in configuration memory for newly upgraded

software. The basic steps you perform to update the version number is shown in the
following steps. However, refer to the instructions provided in the release notice sent
with the software upgrade for detailed instructions.

To update the version number in configuration memory for an upgrade, perform the
following steps:

Step Action

1 At the Config> prompt, enteupdate version-of-SRAM

2 Press Return. The version number is updated in configuration memory,
and theConfig> prompt is displayed.
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Configuring Installation File Locations

To predefine the location of the file to be used for an upgrade or reinstallation, perform
the following tasks:

Task

Description

1

Specify the interface through which the switch performs the installation
(optional).

Specify the name of the installation file to be installed and the location
of the server on which the file resides.

Specifying the VNswitch Module Interface

You do not need to specify the VNswitch module interface for transparent bridging. If
you choose to do so, however, perform the following steps to specify the interface
through which the switch performs the installation:

Step

Action

1
2

At the Boot config prompt, entedd address

Press Return. The following message is displayed:

Which interface is this address for [0]?

Enter the number of the logical interface through which the switch
performs its installation. The default interface numbér. i§ you want
to install the software through an ATM interface, enter the logical
interface number of the desired ATM LEC or ATM bridge tunnel.
Press Return. The following message is displayed:

New address [0.0.0.0]?

Enter the IP address of the interface. The default addré<x @s0

Press Return. The following message is displayed:
Net mask for this interface [255.255.255.0]?

Enter the net mask that identifies the subnetwork of which the interface
is a member. The default265.255.255.0

Press Return. The specified values are set and the Boot config prompt is
displayed.
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Specifying the File Name and Server Location

To specify the name of the file to be installed and the location of the server on which
the file resides, perform the following steps:

Step Action

1 At the Boot config prompt, entadd boot-entry.

2 Press Return. The following message is displayed:
remote host [0.0.0.0]?

3 Enter the IP address of the remote host on which the installation file
resides. The default addres9i6.0.0

4 Press Return. The following message is displayed:
via gateway (0.0.0.0 if none) [0.0.0.0]?

5 Enter the IP address of the first hop router, if any. The default address is
0.0.0.0 . The default should be used if there is no first hop router.

6 Press Return. The following message is displayed:
timeout in seconds [10]?

7 Enter the desired TFTP timeout value. TFTP is the protocol the switch
uses to download the installation file. If the TFTP request is lost, TFTP
retransmits the request several times. The timeout value affects the
amount of time that passes before the next retry. The default timeout
value of 10 seconds is recommended. A value greater than 10 seconds
should be used if the path over which the installation is to occur is
typically slow.

8 Press Return. The following message is displayed:

File name []?

9 Enter a path and file name for the location on the remote server where
the installation file is located.

10 Press Return. The specified values are set and the Boot config prompt is
displayed.

Viewing Installation File Locations

You can display a list of existing installation file locations, and information about the
interface through which the software is installed.
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Displaying Interface Information

To display the IP address and subnet mask of interfaces through which installations are
to occur, perform the following steps:

Step Action

1 At the Boot config prompt, entdist addresses

2 Press Return. A reference number is displayed for each configured
interface, followed by a colon. The reference number is then followed
by the IP address of the interface, the number of the interface, and the
VNswitch module’s subnet mask.

Example
Boot config>  list addresses

Interface addresses:
1: 192.9.1.1 on interface 0, mask 255.255.255.252
2:192.9.223.39 on interface 5, mask 255.255.255.0

Displaying File Names and Server Locations

To view a list of the files to be installed and the location of the server on which the files
reside, perform the following steps:

Step Action

1 At the Boot config prompt, entéist boot-entries.

2 Press Return. A reference number is displayed for each configured
interface, followed by a colon. The reference number is then followed
by the location of each file to be used for installation, including the path
and name of the file on the remote system, the IP address of the remote
host on which the installation file resides, the IP address of the first hop
router (if any), and the TFTP retransmission timer value.

Example
Boot config>  list boot-entries

Boot files:
1: "Jusr/bt/inst.ldb" on 192.9.1.2 through 0.0.0.0 for 3 secs
2: "lusr/bt/in.Idb" on 192.9.2.2 through 192.9.1.4 for 3 secs
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Modifying Installation File Locations

Modifying predefined installation file locations used for an upgrade or reatior |
includes the ability to change and delete the currently configured lo of the
installation file, and the interface through which the installation is to occur.

Changing the Switch Interface

To change tf interface through which the software is insta perform the following

steps:

Step

Action

1
2

10

At the Boot config prompt, entchangeaddress.

Press Return. The following message is displayed:
Change which entry [1]?

Enter the reference number associated with the entry you want to
change. The default is 1. The reference number is the first number,
followed by a colon, in each item displayed when you display interface
information using thlist addresse command. Refer to the Viewing
Installation File Locations section for additional information.

Press Return. The following message is displayed:

Which interface is this address for [0]?

Enter the number of the new interface through which you want the
switch to perform its installation. The previously configured interface
number is the default.

Press Return. The following message is displayed:

New address [192.9.1.1]?

Enter the IP address for 1interface. "he previously configured IP
address is the default address.

Press Return. The following message is displayed:

Net mask for this interface [255.255.255.0]?

Enter the net mask that identifies the subnetwork of which the interface
is a member. The default255.255.255.0

Press Return. The specified values are set and theconfig prompt is
displayed.
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Deleting an Interface Configuration

To delete an interface so itis no longer configured for use during installations, perform
the following steps:

Note

The IP address and subnet parameters used when specifying an interface are also
used for dumps when capturing diagnostic files for problem analysis. Therefore,
deleting a switch interface also affects downloading of diagnostic files if the same
interface configuration is used for a specific dump location on a remote system.

Step Action

1 At the Boot config prompt, entglelete_aldress

2 Press Return. The following message is displayed:
Delete which entry [1]?

3 Enter the reference number associated with the entry you want to delete.
The default is 1. The reference number is the first number, followed by
a colon, in each item displayed when you display interface information
using thedist addressescommand. Refer to the Viewing Installation
File Locations section for additional information.

4 Press Return. The specified interface is no longer configured for use
during installations.

5 Use thdist addresseccommand to verify that the entry is deleted. Refer
to the Viewing Installation File Locations section for additional
information.

Changing the File Name and Server Location

To change the name of the file to be installed or the location of the server on which the
file resides, perform the following steps:

Step Action

1 At the Boot config prompt, entehange_oot-entry.

2 Press Return. The following message is displayed:
Change which entry [1]?
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Step

Action

3

10

11

12

Enter the index number associated with the entry you want to change.
The default is 1. The index number is the first number, followed by a
colon, in each item listed when you display information about the
location of the installation file using thist boot-entries command.

Refer to the Viewing Installation File Locations section for additional
information.

Press Return. The following message is displayed:

remote host [18.123.0.16]7?

Enter the new IP address of the remote host on which the installation file
resides. The previously configured address is the default.

Press Return. The following message is displayed:

via gateway (0.0.0.0 if none) [0.0.0.0]?

Enter the IP address of the first hop router, if any. The default address is
0.0.0.0 . The default should be used if there is no first hop router.
Press Return. The following message is displayed:

timeout in seconds [10]?

Enter the desired TFTP timeout value. TFTP is the protocol the switch
uses to download the installation file. If the TFTP request is lost, TFTP
retransmits the request several times. The timeout value affects the
amount of time that passes before the next retry. The default timeout
value of 10 seconds is recommended. A value greater than 10 seconds
should be used if the path over which the installation is to occur is
typically slow.

Press Return. The following message is displayed:

File name [user/lib/gw/gwimage.ldb]?

Enter the path and file name for the location on the remote server where
the installation file is located.

Press Return. The specified values are set and the Boot config prompt is
displayed.
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Deleting a File Name and Server Location

To delete the name of the file to be installed and the location of the server on which the
file resides, perform the following steps:

Step Action

1 At the Boot config prompt, entglelete_toot-entry.

2 Press Return. The following message is displayed:
Delete which entry [1]?

3 Enter the index number associated with the entry you want to delete. The
defaultis 1. The index number is the first number, followed by a colon,
in each item listed when you display information about the location of
the installation file using thiést boot-entries command. Refer to the
Viewing Installation File Locations section for additional information.

4 Press Return. The specified location is no longer configured for use
during installations.

5 To verify that the entry is deleted, use liseboot-entries command.
The index numbers of the remaining entries are renumbered to avoid
leaving a gap in the list of entries. For example, if entry 2 is deleted,
entry 3 becomes entry 2, and so on. Refer to the Viewing Installation
File Locations section for additional information.

Canceling the Installation Procedure

You can cancel the installation procedure before writing the image to flash memory
begins. You do so by pressing Ctrl/C. You cannot use Ctrl/C to cancel installation
while the image is being written to flash.

Caution

Do not powercycle the module while the image is writing to flash. The module
may become disabled.
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Backing Up and Restoring the Switch

You can back up both the switch’s executable software (also referred to as the image
or boot file) and the switch’s configuration settings. The switch image can be restored
either automatically or manually. Switch configuration settings that are stored in
NVRAM can be restored manually.

Automatic Image Recovery

The VNswitch 900 family of modules automatically reloads the switch’s image if the
currently installed image is corrupted. Although the current image is stored in
NVRAM and does not need to be reloaded in the event of a power outage, the image
can become corrupted due to an unusual event such as a power surge.

Location of Source Software

The source software used for automatic recovery must be stored on a network host or
server. The location can be the same as that used for normal software upgrades or
installations described in the Upgrading and Reinstalling Switch Software section. If
the switch software image is corrupted, the switch must look to an external device to
determine the location of the software it must reload. Such a device is referred to as a
BootP server. In this discussion, the VNswitch module is referred to as a BootP client.

BootP Server and Clients

The BootP server contains a file that lists all the BootP clients for which the server is
responsible, including the clients’ IP addresses, and the locations and names of their
boot files. This list of clients and boot file location information is maintained by the
network administrator. If a switch’s image is corrupted, the switch (BootP client)
broadcasts a request to the BootP server. The request, in the form of a UDP packet,
includes the client's MAC address. When the server receives the request, it looks up
the client’s address in its database of client information. If it locates the client’s address
in the database, the BootP server responds to the client, providing it with information
about the location of the software it is to install. The switch then initiates a TFTP
request for a download of the software from the boot server on which the software
resides.

Note

The BootP server can use any BootP software available on a variety of operating
systems.
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Digital Online Services

BBS

www

VNswitch software is also available through Digital’s Bulletin Board System and
Network Products Business Web pages. Refer to the following online services for
additional information:

To read the Bulletin Board System, set your modem to 8 bits, no parity, 1 ;; andbit
dial 508-486-5777 (U.<..)

The Digital Equipment Corporation Network Products Business Home Page on the
World Wide Web is located at the following addresses:

North America: http://www.networks.digital.com
Europe: http://www.networks.europe.digital.com
Australia: http://www.digital.com.au/networks

Configuring Automatic Image Recovery

To configure your system for automatic recovery of the switch’s executable software,
you must configure the BootP server. You do not need to configure the BootP client
(the VNswitct module). The image is automatically reloaded through thiMl port

on the switch.

The network node you use as a BootP server ce any operating systerhat

supports the BootP utility. You must properly configure the server to include a BootP
database that contains a list of all the BootP clients (switches) for which the server is
responsible, including the clients’ IP addresses, and the locations and names of their
boot files. Refer to the operating system documentation provided by the system vendor
for configuration instructior.s

Backing Up Configuration Settings

Default configuration settings and most of the settings you configure are stored in a
configuration database in the VNswitch module’s NVRAM. Although the

configuration database does not need to be reloaded if there is a power outage, the
database can become corrupted due to an unusual event such as a power surge. You
can make a copy of the configuration database and back it up on a remote server or
host. Should the switch’s configuration database be corrupted, you can then copy the
backup to the switch, minimizing the need to reconfigure custom settings you
previously entered.

Use the Trivial File Transfer Protocol (TFTP) to back up the configuration database to
a remote system, and to copy the backup to the switch if the original database on the
module is corrupted. The VNswitch software includes a version of TFTP for this
purpose.
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Before You Begin

On some systems, you may needreate the file on the remote server or host to which
the configuration database is backed up. This is the hcname you enter during the
backup procedure specified in iBacking Up the Configuration Database sec.tion

You must also configure thwitch’s TCP/IP Host Servic to include one IP address

for the modul, before attempting backup or restoral. Because the configured IP
address is lost if NVRAM is corrupted, the address must be reconfigured before
restoral. You can also reconfigure the switch’s host name (optional). Refer to Chapter
12 for information about configuring TCP/IP Host Serv.ces

Backing Up the Configuration Database

To back up a switch’s configuration database to a remote system, perform the
following steps:

Step Action

1 At the Boot config prompt, enttftp put.

2 Press Return. The following message is displayed:
local filename [CONFIG]?
CONFIG is the default file name. It cannot be changed.

3 Press Return. The following message is displayed:
remote host [0.0.0.0]?

4 Enter the IP address of the host to which you want to copy the
configuration databas The default0.0.0.0 ) is an invalid address,
and is meant only to show the format of the address.

5 Press ReturrA message similar to the followins displayed:
host filename [ 0B070706.cfg] 7

The filename’s prefix is derived from a portion of the module’s IP
address converted to ASCII.

6 Enter the path, followed by a unique file name, to identify the location
on the remote system where you want to back up the configuration
database. The defaultOB070706.cfg . It is recommended that you
give the file a name that is descriptive of the switch from which it
originates. By doing so, you should more easily be able to distinguish
between backup files derived from multiple modules.

Example: /usr/local/tftp/switch11.cfg
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Step Action

7 Press Return. The following message is displayed when the transfer is
completed:

TFTP transfer complete, Status: OK

Refer to the following table for a list of possible error messages and their
meanings.

The following error messages may be displayed if an error occurs during the transfer:

Error Message Meaning

Unknown Error Protocol failure

File Not Found Specified host file does not exist
Access Violation File protection error

Disk Full File system full during write

Illegal Operation Undefined TFTP operation requested
Unknown TID Unexpected TFTP packet received
File Already Exists File already exists

No Such User TFTP not supported on host

Restoring a Configuration Database

The configuration database can be restored to a VNswitch module of the same type
(900EE, 900EX, and so on) from which it was backed up. The restoral process includes
verification of a “magic number” that ensures the configuration database is being
restored on a switch of the proper type. The mesBageMagic Number is

displayed if you attempt to restore the database to a switch of the wrong type. The
switch’s host name is also checked to make sure the configuration is restored on the
correct switch. If the host name of the module to which the file is to be restored differs
from that of the original switch, the messagthis acceptable? (Yes or

[No]) is displayed. No is the default.
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To restore a switch’s configuration database by retrieving it from a remote system,
perform the following steps:

Caution

Do not power off or reset the switch while restoring the configuration database.
NVRAM may become corrupted, requiring you to reinstall the module’s
configuration database.

Step Action

1 At the Boot config prompt, entgftp get.

2 Press Return. The following message is displayed:
Local filename [CONFIG]? config
CONFIG is the default file name. It cannot be changed.

3 Press Return. The following message is displayed:
Remote host [0.0.0.0]?

4 Enter the IP address of the host where the configuration database is
backed up.
5 Press Return. The following message is displayed:

Host filename [ ]?

6 Enter the path and file name that identifies the location and
configuration database you want to restore.
Example: /usr/local/tftp/switch11.cfg

7 Press Return. The following message is displayed when the transfer is
complete:
TFTP transfer complete, status: OK

An automatic RESTART will occur after writing
CONFIG.

Are you sure you want to write new CONFIG? (Yes
or [No)):

The following message is displayed if there is not enough memory to
buffer the file on the switch:

TFTP transfer complete, Status: Out of Memory
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Step Action

8 Enteryesif you want to continue.
Enterno if you want to abort the procedure.

9 If you entered/es the following message is displayed:
Updating CONFIG; Do Not Interrupt!

If you entemo, the following message is displayed and the procedure is
aborted:

*kk ERROR *kk

Write to Non-Volatile memory failed! CONFIG
update aborted.

Note

You cannot transfer a configuration database using the remote system’s version of
TFTP.

Exiting and Canceling Backup or Restoration

The Boot Config prompt is locked during backup or restoration of the configuration
database. In order to:

« Exitthe Boot Config prompt and return to the Main prompthile allowing the
backup or restore to continue, press CTRL/P.

» Cancel backup or restore, press Ctrl/C. The Boot config prompt is displayed.
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Checking Available RAM

The VNswitch module’s volatile memory is used to store information such as bridge
tables and various buffers. A predefined amount of volatile memory is allocated from
the switch’s random access memory (RAM) at startup. If more volatile memory is
required, additional RAM is variably allocated to volatile memory, as needed.

Before you upgrade or reinstall a software image, you should check the amount of free
memory that is available. Free memory represents the number of bytes never allocated

from RAM. The minimum required before an upgrade or reinstallation is 2,097,152
bytes.

How to Check Available RAM

To check available RAM, perform the following steps:

Step Action

1 At the Main prompt¥), entermemory.

2 Press Return. A message is displayed indicating the number of bytes in
RAM that are busy, idle, and free.

Example
* memory

Number of bytes: Busy = 28464, Idle = 5632, Free = 2926207

where,
Parameter Description
Busy Number of bytes in use (temporarily allocated)
as volatile memory
Idle Number of bytes previously allocated but freed
and available for reuse
Free Number of bytes never allocated from RAM
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Note

The sum of Idle and Free memory equals the total available heap memory.

For More Information
Refer to Chapter 4 for more information about monitoring switch memory.
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Capturing Restart or Crash Messages and Diagnostic Data

The VNswitch module logs messages and diagnostic data whenever the module is
restarted or experiences a fatal error. You can display these messages to help
troubleshoot problems and can download detailed diagnostic data for further problem
analysis.

Displaying and Managing Restart or Crash Error Messages

The VNswitch module generates informational messages whenever it is restarted and
a problem is encountered, and whenever a fatal error such as a bug halt occurs. The
restart messages, generated by diagnostic routines during power up, are recorded in a
diagnostic log. Messages related to fatal errors (crashes) are recorded in a crash log.
Both logs are stored in NVRAM and, therefore, the information they contain remains
intact after a restart or power outage.

You display the messages in these logs to determine the results of diagnostics and to
detect crashes that might occur when you are not present. (The occurrence of a crash
may not be obvious because the switch typically restarts automatically.) However, a
detailed interpretation of the messages is possible only with the assistance of Digital
Customer Services, who can assist troubleshooting problems you encounter. Each log
retains up to 254 messages. If the maximum of 254 messages is reached, each new
message overwrites (wraps) the oldest existing message. Refer to the Determining
When a Crash Occurs section for detailed information about how to read the crash log
to determine when a crash occurs.

You can also delete messages from the logs if you want to make detection of new
messages easier. You can delete messages either one at a time or you can delete all
messages from a log.

Displaying Diagnostic or Crash Log Messages

You can display diagnostic or crash log messages from either the Config prompt
(Config> ) or the Monitor prompt«). To display diagnostic log or crash log
messages, perform the following steps:

Step Action

1 At either the Config prompt or the Monitor prompt, ergarlogs.
2 Press Return. Therror-Log>  prompt is displayed.
3 If you want to display the diagnostic log, endégagnostic-log

If you want to display the crash log, entesish-log.
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Step Action

4 Press Return. The list of messages contained in the specified log and the
Error-Log>  prompt is displayed.

Determining When a Crash Occurs

You can find out when a crash occurs by determining when a message is logged in
relation to other messages, and by inserting a date/time stamp or similar marker at
specific points in the crash log.

Message Sequence

Two numbers are automatically assigned to each message, a crash log entry number

and a historical message number. The crash log entry number is displayed on the line

preceding a message. It is used to identify messages you want to delete. The historical
message number is used to determine when a specific message is logged in relation to
other messages. The historical message number is displayed on the same line as the

message. Refer to Figure 10-1 for an example.

The maximum number of crash log entries that can be recorded is 254. If this number
is exceeded, the next message logged overwrites the oldest crash message starting at
crash log entry number 1. However, when the historical message number reaches 254,
it continues to increment by 1 to 255, 256, and so on as shown in Figure 10-1, up to
and including 9999. It is then reset to 1. Therefore, the crash message having the
highest historical message number is the most recent message logged. Using Figure
10-1 as an example, crash log entry number 5 with a historical entry number of 259 is
a more recent entry than crash log entry number of 6 with a historical entry number of
6.

The crash log is cleared and the crash log entry number is reset to 1, if the total message
record size is exceeded and a new message is logged. Because the length of each
message is different, the speed with which the record becomes full varies, depending
on the total number of characters of all messages logged.
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Figure 10-1: Sample Crash Log

CRASH LOG ENTRY NUMBER 1
255 Bus Error at Address 0XAO0C2BO0; Next Instr 0x11143C2;
CRASH LOG ENTRY NUMBER 2
256 Bus Error at Address 0XAO0C2BO0; Next Instr 0x11143C2;
CRASH LOG ENTRY NUMBER 3
257 Bus Error at Address OXAOOC2BO0; Next Instr 0x11143C2;
CRASH LOG ENTRY NUMBER 4
258 User induced bughlt via DVT
CRASH LOG ENTRY NUMBER 5
259 User induced bughlt via DVT
CRASH LOG ENTRY NUMBER 6
6 User induced bughlt via DVT
CRASH LOG ENTRY NUMBER 7
7 Bus Error at Address OXAO0C2BO0; Next Instr 0x11143C2;
CRASH LOG ENTRY NUMBER 8
8 February 12, 1997; 3:58 PM
CRASH LOG ENTRY NUMBER 9
9 (V1.5-001) Bus Error at Address 0x9404016;
Next Instr 0Ox106AF04;
CRASH LOG ENTRY NUMBER 10
10 (V1.5-001) dmesv - deallocateVnBusAddrSpec
- addr spec invalid

Crash Log Markers

You can insert a marker in the crash log so that you can identify when messages that
follow a marker occur. The marker you enter is a free-form text entry. For example, if
you enter the date and time, you will know that all messages that follow the marker
occur after the specified date and time. If the marker you enter describes a particular
system configuration change you make, you will know that all messages that follow
the marker may be the result of the new configuration.

Markers appear as a message in the crash log, and are assigned a crash log entry
number and historical message number. Refer to crash log entry number 8 in Figure
10-1 for an example.

To enter a crash log market, perform the following steps:

Step Action

1 At the Config prompt, entegrr-logs

2 Press Return. Therror-Log>  prompt is displayed.
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Step Action

3 Enterwritelog.

4 Press Return. The following message is displayed:
Message []?:

5 Enter the desired text.

6 Press Return. The text of the marker you enter is logged in the crash log
and theError-Log> prompt is displayed.

Deleting All Diagnostic or Crash Log Messages

You can delete (clear) all messages from either the diagnostic or cr, or from
both log:. You can do so only from the Config promConfig> ). The Monitor +)
prompt cannot be used to clear the logs. To delete all diagnostic log or crash log
messagesperform the following steps:

Step Action

1 At either the Config prompt or the Monitor prompt, ererr-logs.
2 Press Return. ThError-Log>  prompt is displayed.
3 If you want to delete all messages from the diagnostic log, clear

diagnostic-loc.

If you want to delete all messages from the crash log, clear crash-
log.

If you want to delete all messages from both logs, «clear all.

4 Press Return. All messages in the specified log are deleted and the
Error-Log> promp is displayed.

Deleting a Single Diagnostic or Crash Log Message

You can delete one message at a time from either the diagnostic or crash log. You can
do so only from the Config promgConfig> ). The Monitor +) prompt cannot be

used to delete a message from the logs. To delete one message at a time from the
diagnostic log or the crash Icperform the following steps:

Step Action

1 At either the Config prompt or the Monitor prompt, ererr-logs.

2 Press Return. ThError-Log>  prompt is displayed.
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Step Action

3 If you want to delete a message from the diagnostic log, galete
diagnostic-log
If you want to delete a message from the crash log, datete_cash-
log.

4 Press Return.

If you are deleting an entry from the diagnostic log, the following
message is displayed:

diagnostic error-log entry number [ ]?

If you are deleting an entry from the crash log, the following message is
displayed:

Crash log entry number [ ]?
5 Enter the number of the message you want to delete. The crash log entry

number is displayed on the line preceding a message. Refer to Figure 10-
1 for examples of crash log entries and their associated numbers.

Example:diagnostic error-log entry number [ ]? 235
6 Press Return. The error entry associated with the number you entered is

deleted, the messa@eleted Error Log Entry Number =
235 and theError-Log>  prompt are displayed.

If the error entry you specified by number does not exist, the following
message is displayed:

Error Log Entry Not Found

Downloading Diagnostic Data for Problem Analysis

You can capture a “snapshot” of a failed module’s status at the time of failure.This
information can be used as a diagnostic tool by Digital Services representatives, should
you require assistance.

Capture the diagnostic data by configuring your switch to automatically download
(dump) the information to one or more host systems when the module is reset due to a
hardware or software failure. The data is also downloaded when the Reset/Dump
button located on the module’s front panel is pressed.

This section discusses the following topics:
«  Configuring and enabling dump files

» Displaying dump status information

*  Viewing dump file locations

*  Modifying dump file locations
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Configuring and Enabling Dump Files

You can configure up to eight remote locations to which diagnostic information is
downloaded. It is recommended that you configure at least one location. Configuring
multiple locations helps ensure that, in the event a download to one location is not
successful, the download to another location is likely to succeed.

The VNswitch module dumps files over the Load/Dump/Management (LDM) port
only. The LDM port is located on the front panel of the module.

To configure the location of the host or server that is to receive a dump file, perform
the following tasks:

Task Description

1 Create a dump file on the TFTP server

2 Specify the name of the dump file, and the location of the server to
which the file is to be downloaded.

3 Enable dumping on the switch.

4 Retain multiple dumps at a single location (enable unique-naming). This

task is optional.

5 Perform a test dump.

Creating a Dump File on the TFTP Server

You must first create a file on the TFTP server with appropriate network access before
a dump operation can be completed successfully.

Specifying the File Name and Server Location

To specify the name of the dump file and the location of the server to which the file is
to be downloaded, perform the following steps:

Step Action

1 At the Boot config prompt, entedd dump-entry.

2 Press Return. The following message is displayed:
remote host [0.0.0.0]?

3 Enter the IP address of the remote host to which the dump file is
downloaded. The default addres§i8.0.0

4 Press Return. The following message is displayed:
via gateway (0.0.0.0 if none) [0.0.0.0]?
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Step Action

5 Enter the IP address of the first hop router, if any. The default address is
0.0.0.0 . The default should be used if there is no first hop router.

6 Press Return. The following message is displayed:
timeout in seconds [10]?

7 Enter the desired TFTP timeout value. TFTP is the protocol the switch
uses to download the dump file. If the TFTP request is lost, TFTP
retransmits the request several times. The timeout value affects the
amount of time that passes before the next retry. The default timeout
value of 10 seconds is recommended. A value greater than 10 seconds
should be used if the path over which the dump is to occur is typically
slow.

8 Press Return. The following message is displayed:
file name []?

9 Enter the file name to be assigned to the dump file.
Example: file name [ ]? Just/tftp/switch11l.dmp

10 Press Return. The specified values are set and the Boot config prompt is
displayed.

11 Repeat steps 1 through 10 for each remote location you want to

configure. You can configure a maximum of eight locations.

Enabling and Disabling Dumps

The switch can dump diagnostic data to the remote system location you specify only
after you enable dumping. Disabled is the default setting. Dumping remains disabled
until you enable it, and remains enabled until you disable it. (Refer to the Displaying
All Boot Config Settings section for information about how to determine whether
dumping is enabled on a switch.)

Enabling Dumping
To enable dumping of diagnostic data to the configured remote system location,
perform the following steps:

Step Action

1 At the Boot config prompt, entenable dumping.
2 Press Return. Dumping is enabled and the Boot Config prompt is
displayed.
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Disabling Dumping

To disable dumping of diagnostic data to the configured remote system location,
perform the following steps:

Step Action

1 At the Boot config prompt, entglisable dumping.
2 Press Return. Dumping is disabled and the Boot Config prompt is
displayed.

Retaining Multiple Dumps at a Single Location

You have the option of configuring the switch to enable multiple downloads to the
same path on a server without overwriting earlier dumps. You do so by configuring the
switch to assign a unique name to each dump file that is downloaded. If a unique name
is not assigned to each file, then new dumps overwrite the previous file downloaded to
the same location.

If retaining multiple dumps (unique naming) is enabled, the switch appends a random
suffix of one to five hexadecimal characters to the base file name you specify
according to instructions in the Specifying the File Name and Server Location section.
Disabled is the default setting. Retaining multiple dumps remains disabled until you
enable it, and remains enabled until you again disable it. (Refer to the Displaying All
Boot Config Settings section for information about how to determine whether unique
naming is enabled on a switch.)

Enabling Multiple Dumps

To retain multiple dumps of diagnostic data to the same location on a server, perform
the following steps:

Step Action

1 At the Boot config prompt, entenable unique-naming.

2 Press Return. Retaining multiple dump files is enabled and the Boot
config prompt is displayed.

Disabling Multiple Dumps

To disable the retention of multiple dump files downloaded to the same location,
perform the following steps:

Step Action

1 At the Boot config prompt, entglisable unique-naming.
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Step Action

2 Press Return. Retaining multiple dump files downloaded to the same
location is disabled and the Boot config prompt is displayed.

Performing a Test Dump

It is recommended that you perform a test dump of newly configured dump locations.
Doing so helps verify that the diagnostic data is properly downloaded in the event of a
hardware or software failure, or when the Reset/Dump button is pressed.

To test the newly configured dump location, perform the following steps:

Step Action

1 At the Main prompt¥), enterdump.

2 Press Return. The following message is displayed:
Dumping will invoke a RESTART.
Are you sure you want to dump memory? (Yes or [No])

3 If you want to continue the download and initiate a restart, &tder
If you do not want to continue the download, emNer

4 Press Return.

If you enteredres the contents of switch memory are downloaded to
the remote host and file name you specified. The switch is restarted and
the VNswitch module Installation Menu (Figure 2-1) is displayed.

If you enteredNo, the Main prompt¥) is displayed.

Displaying Dump Status Information

You can display the status of the most recent dump attempted for a switch. The
following information is displayed for each configured dump location:

Information Displayed Description

Status Possible outcomes inclusieccessful
Failed , andNot Attempted

Pathname The path and file name on the remote server for
which the download is configured.

IP Address The IP address of the remote system to which
the dump is downloaded is displayed. If a first
hop router is used, the IP address of the first
hop router is also listed.
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Note

A maximum of eight remote dump locations can be configured for each switch.

To display the status and location of the most recent dump, perform the following
steps:

Step Action

1 At the Monitor prompt <), enterdump information .

2 Press Return. The status and location information about the most recent
dump is displayed.

Example
+dump information

1:Dump Failed to "/usr/routerl.dmp" on 1.2.3.4 error = TFTP protocol error
2:Dump Not attempted to "/usr/tftp/routerl.dmp" on 10.23.2.5
3:Dump Successful to "/usr/tftp/routerl.dmp" on 1.2.3.4

Viewing Dump File Locations

You can view the locations to which diagnostic data (dump files) are downloaded. To
view a list of the file names to be assigned to dump files, and the location of the server
on which the files are to reside, perform the following steps:

Step Action

1 At the Boot config prompt, entdist dump-entries.

2 Press Return. A reference number is displayed for each configured
interface, followed by a colon. The reference number is then followed
by the location to which each dump file is to be downloaded, including
the path and name of the file on the remote system, the IP address of the
remote host to which the download occurs, the IP address of the first hop
router (if any), and the TFTP retransmission timer value.
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Example

Boot config>  list dump-entries

Dump to:

1: "/usr/local/swl.dmp" on 1.2.3.4 via 0.0.0.0 for 10 secs
2: "lusr/tftp/swl.dmp" on 13.12.2.3 via 1.1.2.7 for 10 secs

Modifying Dump File Locations

Modifying the remote locations to which diagnostic data is downloaded includes the
ability to change and delete the currently configured location

Changing the File Name and Server Location

To change the name assigned to a dump file or the location of the server to which the
download is to occur, perform the following steps:

Step

Action

1
2

At the Boot config prompt, entchangedump-entry.

Press Return. The following message is displayed:

Change which entry [1]?

Enter the reference number associated with the entry you want to
change. The default is 1. The reference number is the first number,
followed by a colon, in each item listed when you display information
about dump file locations using tlist dump-entries command. Refer

to the Viewing Dump File Locations section for additional information.
Press Return. The following message is displayed:

remote host [18.123.0.16]?

Enter the new IP address of the remote host to which the dump file is
downloaded. The previously configured address is the default.

Press Return. The following message is displayed:

via gateway (0.0.0.0 if none) [0.0.0.0]?

Enter the IP address of the first hop router, if any. The default address is
0.0.0.0 . The default should be used if there is no first hop router.
Press Return. The following message is displayed:

timeout in seconds [3]?
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Step

Action

10

11

12

Enter the desired TFTP timeout value. TFTP is the protocol the switch
uses to download the dump file. If the TFTP request is lost, TFTP
retransmits the request several times. The timeout value affects the
amount of time that passes before the next retry. The default timeout
value of 10 seconds is recommended. A value greater than 10 seconds
should be used if the path over which the dump is to occur is typically
slow.

Press Return. The following message is displayed:
File name [user/lib/gw/gwimage.ldb]?

Enter the path and file name for the location on the remote server to
which the dump file is downloaded.

Press Return. The specified values are set and the Boot config prompt is
displayed.

Deleting a File Name and Server Location

To delete the name to be assigned to the dump file and the location of the server to
which the file is downloaded, perform the following steps:

Step Action

1 At the Boot config prompt, entdelete dump-entry.

2 Press Return. The following message is displayed:
Delete which entry [1]?

3 Enter the reference number associated with the entry you want to delete.
The default is 1. The reference number is the first number, followed by
a colon, in each item listed when you display information about the
configured location for the dump file using ilist dump-entries
command. Refer to the Viewing Dump File Locations section for
additional information.

4 Press Return. The specified location is no longer configured for use
during downloads.

5 To verify that the entry is deleted, use list dump-entries command.

Refer to the Viewing Dump File Locations section for additional
information.
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Displaying All Boot Config Settings

You can view a report that shows all switch settings configured using Boot Config,
including the following information:

* IP address and subnet mask used during reload and dump operations

* Location and file name of boot files on remote systems

e Whether dumping is enabled

*  Whether retaining multiple dumps at a single location (unique-naming) is enabled
* Locations and file names on remote systems to which diagnostic data is dumped

Refer to the Configuring Automatic Image Recovery, Capturing Diagnostic Data for
Problem Analysis, and Retaining Multiple Dumps at a Single Location sections for
detailed information about dumps, BootP software loads, and enabling multiple
dumps, respectively.

To display all switch settings that are configured from the Boot Config prompt,
perform the following steps:

Step Action

1 At the Boot config prompt, entdiist all.

2 Press Return. All switch settings configured from the Boot Config
prompt are displayed.

Example
Boot config>  list all

Interface addresses:
1:192.9.1.1 on interface 0, mask 255.255.255.252
2:192.9.223.39 on interface 5, mask 255.255.255.0

Boot files:

1: "Jusr/bt/inst.ldb" on 192.9.1.2 through 0.0.0.0 for 3 secs
2: "lusr/bt/in.ldb" on 192.9.2.2 through 192.9.1.4 for 3 secs
Dumping disabled

Unigue-naming disabled

Dump to:

1: "Jusr/local/swl.dmp" on 1.2.3.4 via 0.0.0.0 for 10 secs
2: "lusr/tftp/swl.dmp" on 13.12.2.3 via 1.1.2.7 for 10 secs

10-36 Performing Routine Maintenance



Chapter 11

Event Logging and Reporting

Overview

Introduction

The Event Logging System (ELS) is a background process that records operational
event messages for a VNswitch module. You can view this log of event messages from
your console’s CLI, or by making the events available to an SNMP-based agent such
as Digital’s clearVISN MultiChassis Manager. You can also configure the ELS to
record specific types of events and to eliminate others, depending on the level of
operational detail you require. For example, you may want to view information that
relates only to bridging, or information that relates only to communication between the
switch and an IPX server on an Ethernet LAN.

Event messages are recorded by ELS and displayed on your console in abbreviated
form. Refer to théevent Logging System Messages Giideexpanded descriptions

of all event messages, as well as an explanation of the message, possible causes of the
event (if applicable), and possible actions you can take to correct error conditions.

In This Chapter

The following topics are covered in this chapter:

Topic Page
Event Messages and Related Concepts 11-2
Selecting Which Events Are Logged 11-8
Displaying the Event Log 11-41
Printing ELS Output 11-44
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Event Messages and Related Concepts

You must understand how event messages are generated to be able to interpret the
messages. Knowledge of the following concepts is also required if you want to narrow
the scope of recorded messages, to focus on specific operations or problem areas.

Types of Events That Are Logged
The ELS records the following general types of events:

e System activity

e  Status changes

e Service requests

« Data transmission and reception
» Data and internal errors

As events occur, ELS receives information from the switch that identifies the source
and nature of the events. The information is incorporated into the resultant event
message which ELS generates and records. You can use the information to monitor
switch activity or to troubleshoot potential problems.

Elements of an Event Message
Event messages are composed of the following three elements:

e Subsystem
* Event number
 Message text

Figure 11-1 is an example of a message generated by an event. It identifies the
subsystem, event number, and message text components.
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Figure 11-1: Sample Message Generated by an Event

Subsystem
Short Name Message Text
/_R A
STP.028: Attmpt root TB-1, strt hello tmr
\(_/
Event
Number

LKG-10306-96F

The Event Logging System divides VNswi module¢ functionality into several

operational subsystems. These include bridging, the Spanning Tree Protocol, and the
Ethernet handler, for example. When an event occurs, a subsystem short name is added
as a prefix to the event message. The short name identifies with which subsystem the
event is related. In Figure 11-1, for example, the event short name is STP, indicating
the event is related to a Spanning Tree Protocol operation. When you display the log
of event messages, the prefix should help you to more accurately monitor switch
activity and isolate potential problems. Refer to Table 11-1 for a list of subsystems and
their associated short names.

You can configure the ELS to record only those events generated by one or more
specific subsystems, or all subsystems. Recording events for one or a few specific
subsystems can help you focus on events related to a particular operation or set of
operationsRefer to the Selecting Which Events Are Logged se for information
about recording events generated by one or more subsystems.

Note

The subsystems that are active on a given VNswitch module vary, depending on
the specific hardware and software configured for the module.
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Table 11-1: Event Subsystems and Associated Short Names

Subsystem Description

Subsystem Short Name

Router base and network library
Address Resolution Protocol
Internet Protocol

Internet Control Message Protocol
Transmission Control Protocol

User Datagram Protocol

BooTP relay agent

Trivial File Transfer Protocol

Simple Network Management Protocol
Source Routing Transparent Bridge
Spanning Tree Protocol

Filter Library

IP Routing Information Protocol
Exterior Gateway Protocol

Open SPF-Based Routing Protocol
OSPF Multicast extensions

DECnet

Xerox Networking Systems Protocol
Internetwork Packet Exchange Protocol
AppleTalk

AppleTalk Phase 2

Apollo Domain Protocol

IP Protocol Net

All subsystems

GW
ARP

ICMP
TCP
UDP
BTP
TFTP
SNMP
SRT
STP
FLT
RIP
EGP
OSPF
MSPF
DN
XNS
IPX
APL
AP2
DDS
IPPN
ALL
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The Event Logging System automatically assigns a unique number to each event
message generated by a subsystem. In Figure 11-1, for example, the event number is
028. It is separated from the subsystem short name by a period. The short name and
event number, together, identify an individual event. You can use the subsystem short
name and event number as a parameter for specific ELS configuration and monitoring
commands. Only the event indicated by the specified subsystem and event are affected
by the ELS command.

An abbreviated description of a specific event is provided in the text portion of an
event message, as shown in Figure 11-1. For example, the messadsripkt

root TB-1, strt hello tmr , indicates that the instance of STP on VSD 1 is
declaring itself as root, and has restarted the BPDU Hello TimerEvért Logging
System Messages Guipgmvides expanded descriptions of all abbreviated messages,
as well as an explanation of the message, possible causes of the event (if applicable),
and possible actions you can take to correct error conditions.

Some event messages include fields that display variable values, such as network and
interface numbers, source addresses, and error codes. RefeEtethé¢ ogging
System Messages Guife a detailed discussion about these variables.

Logging Levels and Event Types

The logging level is a further classification of messages according to the type of event
that generated a message. For example, a particular type of event might typically be
caused by an unusual internal error. In such a case, ELS associates the UI-ERROR
(unusual internal error) logging level with the event. Table 11-2 shows the full list of
logging levels and the type of condition that generates events associated with the level.
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Table 11-2: Logging Levels and Associated Event Types

Logging Level

Event Type

UI-ERROR Unusual internal errors

CI-ERROR Common internal errors

UE-ERROR Unusual external errors

CE-ERROR Common external errors

ERROR Includes al error levels above

U-INFO Unusual informational comment

C-INFO Common informational comment

INFO Includes allcommer levels above

STANDARD Includes allerror levels and alinformationa
commer levels (recommended default)

P-TRACE Per packet trace

U-TRACE Unusual operation trace message

C-TRACE Common operation trace message

TRACE Includes alftrace levels above

ALL Includesall logging levels

The logging level can be used for informational purposes, and to provide you with the
ability to further narrow the scope of recorded events. Assume, for example, the
following event message is displayed on your console:

SNMP.005 no access; comm " community ", hst source_address

If you are interested in knowing the type of event that generated the message, you
would look up the event using the subsystem short name and event number
(SNMP.005) in theEvent Logging System Messages G. The guide lists the

logging level as U-TRACE, indicating the message is the result “unusual

operation packet trac’z.

If you want to narrow the scope of events recorded by ELS to only those involving
unusual operation packet traces, you would specify U-TRACE as the logging level
when configuring ELSRefer to the Selecting Which Events Are Logged se forn
information about how to do so.
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Preconfigured Logging Criteria (Groups)

You can preconfigure customized lists of one or more event numbers that you want to
record. The customized lists are referred to as groups. You can subsequently configure
ELS to record all occurrences of events listed in a group by simply entering the name
of the group. Configuring ELS using groups is most useful when you have
combinations of events that you regularly need to record. Using groups helps eliminate
the need to enter the desired event numbers individually.

Event Logging and Reporting 11-7



Selecting Which Events Are Logged

Selecting Which Events Are Logged

You can configure ELS to log specific types of events and to eliminate other events,
depending on the level of detail you require. For example, you may want to log and
view events that relate only to STP. Or, you may want to log events generated by both
the STP and Ethernet Handler subsystems, and only events associated with the P-
TRACE logging level. When you configure ELS to log events associated with a
particular subsystem, event number, logging level, or group, those settings remain in
effect until you either clear all configuration settings, or clear selected settings.

Modes of Configuration

You can configure ELS in nonvolatile memory and in volatile memory. ELS
configurations that you set in nonvolatile memory (NVRAM) require that you restart
the module to take effect. These settings survive power outages and module restarts.
This method of setting values is most useful when configuring selection criteria for
events that you want to monitor on a regular basis. You configure ELS in NVRAM
from the Config prompt.

ELS configurations you set in volatile memory do not require that you restart the
module to take effect. These settings do not survive power outages and module restarts
unless you save them to a reserved portion of NVRAM (Refer to the Saving and
Managing a Configuration in NVRAM section later in this chapter). Setting ELS
configurations in volatile memory is most useful when configuring selection criteria
you want to remain in effect only temporarily, and that you are likely to change from
moment to moment as you troubleshoot a particular problem. You configure ELS in
volatile memory from the Monitor prompt.

Commands Used to Log Events

You can view the log of event messages from your console’s CLI, or by sending the
events to SNMP. The process of sending specific events over SNMP is referred to as
trapping. If sent to SNMP, the events are viewed using an SNMP-based agent such as
Digital’'s clearVISN MultiChassis Manager. The tasks you perform to select which
events are logged are the same whether you plan to view the messages via the CLI, or
through an SNMP agent. However, the commands you use are different. Table 11-3
lists the commands you use to record and clear events for viewing using the CLI, and
the commands used to trap events and clear traps for SNMP.

11-8 Event Logging and Reporting



Selecting Which Events Are Logged

Table 11-3: Commands Used to Log and Trap Event Messages

Command Description

display Specifies which events are logged by ELS so
you can display them using the CLI.

nodisplay Clears previously configured events so they
arenol logged by ELS for display using the
CLL.

trap Specifies which events are trapped and sent to
SNMP.

notrap Clears previously configured events so they

arenol trapped and sent to SNMP.

Refer to the Displaying the Event Log section for information about how to display the
specified events through the CLI. For information about how to display events sent to
SNMP, refer to the appropriate vendor documentation that supports the particular
SNMP-based agent you are using.

Special Convention Used in This Section

The following sections present instructions for recording events you plan to view
through the CLI and those instructions used to view events via SNMP. The steps you
perform are the same for both viewing methods; however, the commands are different.
A command used to trap events, or to clear a trap, are enclosed in parentheses and
immediately follow the command used to record events to be viewed via the CLI.

Example
ELS config> display (trap) subsystemsubsystem-shortname

You can use only one comme (display ortrap) at a time. [0 not enter the
parentheses when using the SNMP-related commands.
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Configuring ELS in Nonvolatile Memory

This section describes how to configure ELS in nonvolatile memory (NVRAM).
Configurations you set in nonvolatile memory require that you restart the module to
take effect. These settings survive power outages and module restarts. This mode is
most useful when configuring selection criteria for events you want to monitor on a
regular basis.

The following tasks are presented in this section:

* Recording and clearing events by subsystem

* Recording and clearing events by subsystem and logging level
» Recording and clearing all occurrences of an event

* Recording and clearing events by group

» Clearing all previously configured events

e Setting the maximum number of traps per second

» Viewing current configuration settings

Recording and Clearing Events By Subsystem

You can configure ELS to record all events generated by one or more subsystems. For
example, you might want to log all events related to the ARP subsystem. Once you
configure ELS to record all events generated by a subsystem, that setting remains in
effect until you clear it. Assume, for example, you first configure ELS to record events
generated by the STP subsystem, and you later decide you want to record events from
only the ARP subsystem. In this situation, you must both clear the STP subsystem
settingandconfigure ELS to record ARP subsystem events. If yawodolear the STP
subsystem, events from both the STP and ARP subsystems are recorded.

Recording Events By Subsystem
To record events by subsystem, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterevent.
2 Press Return. ThELS config> prompt is displayed.
3 Enterdisplay (trap) subsystemsubsystem-shortnamevhere

subsystem-shortnamis the short name for the desired subsystem.

Refer to Table 11-1 for a list of short names, or edgitgplay (trap)
subsystem ?at theELS config>  prompt to display a list of short
names on your console.
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Step Action

4 Press Return. The ELS is configured to record all messages generated
by the specified subsystem using the Standard logging level, and the
ELS config> prompt is displayed.
If ELS was previously configured to record events from other
subsystems or using other logging levels, those settings also remain in
effect until you clear them.

5 If you want to configure ELS to display events generated by yet another
subsystem, repeat steps 3 and 4.

6 Restart the module if you want the new configuration settings to take
effect.

Example

ELS config> display subsystem arp

or

ELS config> trap subsystem arp

Clearing Events By Subsystem
To clear event recording by subsystem, perform the following steps:

Step

Action

1
2
3

At the Config promptConfig> ), enterevent.
Press Return. ThELS config> prompt is displayed.

Enternodisplay (notrap) subsystemsubsystem-shortnamevhere
subsystem-shortnamie the short name for the subsystem you want to
clear.

Refer to Table 11-1 for a list of short names, or embelisplay
(notrap) subsystem ?at theELS config> prompt to display a list of
short names on your console.

Press Return. The ELS is configured not to record messages generated
by the specified subsystem, and EieS config>  prompt is
displayed.

If ELS was previously configured to record events from other
subsystems, those settings remain in effect until you clear them.

If you want to clear event recording for yet another subsystem, repeat
steps 3 and 4.
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Step Action

6 Restart the module if you want the new configuration settings to take
effect.

Example
ELS config> nodisplay subsystem arp

or

ELS config> notrap subsystem arp

Recording and Clearing Events By Subsystem and Logging Level

You can configure ELS to record all events generated by a specific subsystem and
associated with a particular logging level. For example, you might want to log all
events related to STP that are caused by common external errors (the CE-ERROR
logging level). Once you configure ELS to record all events generated by a subsystem
and an associated logging level, those settings remain in effect until you clear them.
Assume, for example, you first configure ELS to record events generated by the STP
subsystem and associated with the P-TRACE logging level, and you later decide you
want to record STP events associated with only the U-TRACE logging level. In this
situation, you must both clear the P-TRACE logging level from the STP subsystem
andconfigure ELS to record STP events associated with the U-TRACE logging level.
If you donotclear the P-TRACE logging level, STP events associated with both the
P-TRACE and U-TRACE logging levels are recorded.

Recording Events By Subsystem and Logging Level
To record events by subsystem and logging level, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterevent.
2 Press Return. ThELS config>  prompt is displayed.
3 Enterdisplay (trap) subsystemsubsystem-shortname logging-leyel

wheresubsystem-shorthamis the short name for the desired
subsystem anbbgging-levelis the desired logging level.

Refer to Table 11-1 for a list of short names, or editgplay (trap)
subsystem ?at theELS config>  prompt to display a list of short
names on your console.

Refer to Table 11-2 for a list of logging levels, or eglisplay (trap)
subsystemsubsystem-shortham® at theELS config>  prompt to
display a list of logging levels.
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Step Action

4 Press Return. The ELS is configured to record all messages generated
by the specified subsystem and associated with the logging level, and
theELS config>  prompt is displayed.
If ELS was previously configured to record events associated with other
logging levels in the same or other subsystems, those settings also
remain in effect until you clear them.

5 If you want to configure ELS to record all events associated with other
logging levels in the same or other subsystems, repeat steps 3 and 4.

6 Restart the module if you want the new configuration settings to take
effect.

Example

ELS config> display subsystem stp ce-error

or

ELS config> trap subsystem stp ce-error

Clearing Events By Subsystem and Logging Level
To clear events by subsystem and logging level, perform the following steps:

Step

Action

1
2
3

At the Config promptConfig> ), enterevent.
Press Return. ThELS config> prompt is displayed.

Enternodisplay (notrap) subsystemsubsystem-shortname logging-
level wheresubsystem-shortnamie the short name for the desired
subsystem anbbgging-levelis the logging level you want to clear.

Refer to Table 11-1 for a list of short names, or embelisplay
(notrap) subsystem ?at theELS config> prompt to display a list of
short names on your console.

Refer to Table 11-2 for a list of logging levels, or emadisplay
(notrap) subsystemsubsystem-shortnameat theELS config>
prompt to display a list of logging levels.

Press Return. The ELS is configumsat to record messages generated
by the specified subsystem and logging level, andttt® config>
prompt is displayed.

If ELS was previously configured to record events associated with other
logging levels in the same or other subsystems, those settings remain in
effect until you clear them.
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Step Action

5 If you want to clear event recording associated with other logging levels
in the same or other subsystems, repeat steps 3 and 4.
6 Restart the module if you want the new configuration settings to take
effect.
Example

ELS config> nodisplay subsystem stp ce-error

or

ELS config> notrap subsystem stp ce-error

Recording and Clearing All Occurrences of an Event

You can configure ELS to record all occurrences of a particular event. For example,
you might want to record each time STP restarts the BPDU Hello Timer. The event
number for this event is STP.028.

Once you configure ELS to record all occurrences of an event, that setting remains in
effect until you clear it. Assume, for example, you first configure ELS to record each
time STP restarts the BPDU Hello Timer, and you later decide you want to record only
when a BootP request is received on an interface (event number BTP.001). In this
situation, you must both clear the STP.028 event nuarimronfigure ELS to record

each time a BootP request is received on an interface. If yoatd@ear the STP.028
event number, all occurrences of both events (STP.028 and BTP.001) are recorded.

Recording All Occurrences of an Event
To record all occurrences of an event, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterevent.
2 Press Return. ThELS config> prompt is displayed.
3 Enterdisplay (trap) event subsystem.event#vheresubsystem.event#

is the event number for the event you want to record.

Refer to the Viewing Current Configuration Settings section for
information about how to display event numbers associated with one or
all subsystems.
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Step Action

4 Press Return. The ELS is configured to record all occurrences of the
specified event, and theLS config> prompt is displayed.
If ELS was previously configured to record all occurrences of other
individual events, those settings also remain in effect until you clear
them.

5 If you want to configure ELS to record all occurrences of another
individual event, repeat steps 3 and 4.

6 Restart the module if you want the new configuration settings to take
effect.

Example

ELS config> display event stp.028

or

ELS config> trap event stp.028

Clearing All Occurrences of an Event
To clear all occurrences of an event, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterevent.

2 Press Return. ThELS config> prompt is displayed.

3 Enternodisplay (notrap) event subsystem.eventi#vhere
subsystem.event# the event number for the event you want to clear.
Refer to the Viewing Current Configuration Settings section for
information about how to display event numbers associated with one or
all subsystems.

4 Press Return. The ELS is configureatto record all occurrences of the
specified event, and tHeLS config> prompt is displayed.
If ELS was previously configured to record all occurrences of other
individual events, those settings remain in effect until you clear them.

5 If you want to clear recording of all occurrences of other individual
events, repeat steps 3 and 4.

6 Restart the module if you want the new configuration settings to take

effect.
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Example
ELS config> nodisplay event stp.028

or

ELS config> notrap event stp.028

Recording and Clearing Events By Group

You can configure ELS to record all occurrences of each event that is included in a
group. For example, you might want to regularly record each time STP restarts the
BPDU Hello Timer (event number STP.028), and each time a BPDU is received (event
number STP.001). A group is a customized list of one or more event numbers that you
define as members of a group. Configuring ELS using groups is most useful when you
have combinations of events that you need to record regularly and helps eliminate the
need to enter the desired event numbers individually. The name you assign to a group
when you create it should reflect the type of events the group contains so that you can
more easily distinguish between groups.

Once you configure ELS to record all occurrences of events that are members of a
group, that setting remains in effect until you clear it.

Creating a New Group and Adding Events to an Existing Group

You must create a group before you can configure ELS to record all occurrences of
events in a group.

To create a group or add events to an existing group, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterevent.
2 Press Return. ThELS config> prompt is displayed.
3 Enteradd group-name subsystem.event-numbaheregroup-nameis

the name of a new group you want to create or is the name of an existing
group to which you want to add an event, anldsystem.event-number

is the name of the event you want to add to the group. The group name
must begin with an alphabetic character. All subsequent characters can
be alphabetic or numeric. ELS is case sensitive with respect to group
names.

The name you assign to a group should reflect the type of events the
group contains, so that you can more easily distinguish between groups.
For example, a group that is used to list particular types of Spanning
Tree Protocol events might be named stp2.

4 Press Return. The group is created or modified with the specified event
entries, and thELS config> prompt is displayed.
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Step Action

5 Repeat steps 3 and 4 for each event you want to add to a group.
6 Restart the module if you want the new configuration settings to take
effect.
Example

ELS config> add stp2 stp.001
and
ELS config> add stp2 stp.028

Deleting an Event From a Group and Deleting an Entire Group

You can delete either a single event from an existing group or you can delete a group
and all of its contents.

To delete an event from a group or to delete and entire group, perform the following
steps:

Step Action

1 At the Config promptConfig> ), enterevent.
2 Press Return. ThELS config> prompt is displayed.
3 If you want to delete an event from a group, edtdete group-name

subsystem.event-numhberheregroup-nameis the name of the group
containing the event you want to delete, amolsystem.event-numbéer
the name of the event you want to delete. ELS is case sensitive with
respect to group names.

If you want to delete an entire group, including its contents, datete
group-nameall, wheregroup-nameis the name of the group you want
to delete.

Refer to the Viewing Current Configuration Settings section for
information about how to display a list of current groups and the events
that compose each group.

4 Press Return. The event or group is deleted as specified.

If you are deleting the last event in a group, a message is displayed to
notify you of the fact.

If you are not deleting the last event in a group Bbh8 config>
prompt is displayed.
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Step

Action

5

If you are deleting events from a group and you want to delete another
event, repeat steps 3 and 4 for each event you want to delete from the
group.

Restart the module if you want the deletion to take effect.

Example

ELS config> delete stp2 stp.001

and

ELS config> delete stp2 all

Recording All Occurrences of Events in a Group
To record all occurrences of events in a group, perform the following steps:

Step

Action

1
2
3

At the Config promptConfig> ), enterevent.
Press Return. ThELS config>  prompt is displayed.

Enterdisplay (trap) group group-name wheregroup-nameis the
name of the group containing the events you want to record.

Refer to the Viewing Current Configuration Settings section for
information about how to display a list of current groups and the events
that compose each group.

Press Return. The ELS is configured to record all occurrences of the
events specified in the group, and EeS config>  prompt is
displayed.

If ELS was previously configured to record all occurrences of events in
other groups, those settings also remain in effect until you clear them.

If you want to configure ELS to record all occurrences of events in
another group, repeat steps 3 and 4.

Restart the module if you want the new configuration settings to take
effect.
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Example
ELS config> display group mygroup
or
ELS config> trap group mygroup

Clearing All Occurrences of Events in a Group
To clear all occurrences of events in a group, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterevent.
2 Press Return. ThELS config> prompt is displayed.
3 Enternodisplay (notrap) group group-name wheregroup-nameis

the name of the group for which you dot want to record events.
4 Press Return. ELS is configuredtto record all occurrences of events
in the specified group, and tB®.S config> prompt is displayed.

If ELS was previously configured to record all occurrences of events in
other groups, those settings remain in effect until you clear them.

5 If you want to clear recording of events in another group, repeat steps 3
and 4.
6 Restart the module if you want the new configuration settings to take
effect.
Example

ELS config> nodisplay group mygroup
or

ELS config> notrap group mygroup

Clearing All Previously Configured Events

You can clear ELS so that all events that it was previously configured to log are no
longer recorded. This includes all events configured to be recorded by subsystem, by
subsystem and logging level, by event number, and by group, and for both CLI and
SNMP display. When you clear all previously configured events, no events are logged
to ELS. Clearing ELS also resets the maximum number of traps per second to its
default.
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To clear ELS so that all events that it was previously configured to log are no longer
recorded, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterevent.

2 Press Return. ThELS config> prompt is displayed.
3 Enterclear.

4 Press Return. The following message is displayed:

You are about to clear all ELS configuration
information.

Are you sure you want to do this (Yes or [No]):

5 If you want to clear all ELS configuration information, enter
If you do not want to clear all ELS configuration information, enter

6 Press Return. ThELS config> prompt is displayed.

7 Restart the module if you want the new configuration setting to take
effect. All events for which ELS was previously configured to log are no
longer recorded.

Setting Maximum Number of Traps Per Second

You can configure ELS to limit the number of events that are trapped per second. This
option is most useful when conditions result in such large numbers, or “bursts,” of
events that you are overwhelmed by the data. Reducing the maximum number of traps
per second effectively results in a sampling of the events.

The default value for the maximum number of traps per second is 0 (zero), meaning an
unlimited number of traps per second is permitted. The maximum number of traps per
second can be reset to its default setting by usingltfae command. (Refer to the
Clearing All Previously Configured Events section.)

To set the maximum number of traps per second, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterevent.
2 Press Return. ThELS config> prompt is displayed.
3 Enterset pin.
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Step Action

4 Press Return. The following message is displayed:
events/second [0]?
5 Enter the maximum number of events per second you want trapped. The

range of acceptable values is 1 through 57600 traps per second. The
default is 0 (zero), an unlimited number of events per second.

6 Press Return. The maximum number of events trapped is set, and the
ELS config> prompt is displayed.

7 Restart the module if you want the new configuration setting to take
effect.

Viewing Current Configuration Settings

You can view several reports that detail the current ELS configuration settings in
NVRAM. You may find these reports helpful if, for example, you want to check the
settings before restarting the module and before displaying the event log. (Refer to the
Displaying the Event Log section for information about how to display events.)

To view current configuration settings in NVRAM, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterevent.
2 Press Return. ThELS config> prompt is displayed.
3 Enterlist command-option wherecommand-optionis the command

you must enter to display the desired information. Refer to Table 11-4
for a list of commands, and for a description of the type of information
that is displayed when you enter the command.

4 Press Return. A report containing the desired information is displayed
and theELS config>  prompt is displayed.
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Table 11-4: List Command Options and Descriptions

Command

Description

groups

pin

status

subsystem

subsystemsubsystem

subsystems d
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Lists all group names and the events that
compose each group.

Displays the current maximum number of traps
per second (pin).

Lists all event logging configurations by
subsystem, subsystem and logging level,
group, and event number. The information
includes configurations for events that will be
displayed through the CLI and those to be
trapped for use by SNMP.

Lists the short names for all possible
subsystems, the number of different events that
can be generated by the subsystem, and an
expanded description of the subsystem short
name.

Lists all possible events that can be generated
by a specified subsystem, whetgsystems

the short name for the subsystem for which you
want to list events. The information included
for each event includes the event number, the
logging level for the event, and a short
description of the event.

Lists all possible events that can be generated
by all subsystems. The information included
for each event includes the event number, the
logging level for the event, and a short
description of the event.
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Command Description

all Lists the following configuration information
for events to be displayed through the CLI, and
those to be trapped for use by SNMP:

» Short names for all possible subsystems,
the number of different events that can be
generated by each subsystem, and an
expanded description of each subsystem
short name

« All event logging configurations by
subsystem, subsystem and logging level,
group, and event number

» The (pin) value for the maximum number
of traps per second

Configuring ELS in Volatile Memory

This section describes how to configure ELS in volatile RAM. Configurations you set
in volatile memorydo notrequire that you restart the module to take effect. These
settingsdo notsurvive power outages and module restarts. Configuring ELS in volatile
memory is most useful when configuring selection criteria you want to remain in effect
only temporarily, and that you are likely to change from moment to moment as you
troubleshoot a particular problem.

The following tasks are presented in this section:

* Recording and clearing events by subsystem

* Recording and clearing events by subsystem and logging level
» Recording and clearing all occurrences of an event

* Recording and clearing events by group

* Clearing historical entries from the log

e Setting the maximum number of traps per second

e Saving and managing a configuration in NVRAM

* Restoring default settings

« Viewing current configuration settings
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Recording and Clearing Events By Subsystem

You can configure ELS to record all events generated by one or more subsystems. For
example, you might want to log all events related to the ARP subsystem. Once you
configure ELS to record all events generated by a subsystem, that setting remains in
effect until you clear it. Assume, for example, you first configure ELS to record events
generated by the STP subsystem, and you later decide you want to record events from
only the ARP subsystem. In this situation, you must both clear the STP subsystem
settingandconfigure ELS to record ARP subsystem events. If yawodolear the STP
subsystem, events from both the STP and ARP subsystems are recorded.

Recording Events By Subsystem
To record events by subsystem, perform the following steps:

Step Action

1 At the Monitor prompt ), enterevent.
2 Press Return. ThELS> prompt is displayed.
3 Enterdisplay (trap) subsystemsubsystem-shortnamevhere

subsystem-shortnamis the short name for the desired subsystem.

Refer to Table 11-1 for a list of short names, or edgitgplay (trap)
subsystem ?at theELS> prompt to display a list of short names on your
console.

4 Press Return. The ELS is configured to record all messages generated
by the specified subsystem, and BeS> prompt is displayed.

If ELS was previously configured in volatile memory to record events
from other subsystems, or if ELS was configured in NVRAM, those
settings also remain in effect until you clear them.

5 If you want to configure ELS to display events generated by yet another
subsystem, repeat steps 3 and 4.

Example
ELS>display subsystem arp

or

ELS>trap subsystem arp
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Clearing Events By Subsystem

Clearing events in volatile memory causes ELS to stop recordingeangvents

generated by the specified subsystem. Events already recorded (historical entries) are
still displayed and may be visible at the upper portion of the log. Refer to the Clearing
Historical Entries From the Log section for information about how to clear historical
entries.

To clear event recording by subsystem, perform the following steps:

Step Action

1 At the Monitor prompt<), enterevent.

2 Press Return. ThELS> prompt is displayed.

3 Enternodisplay (notrap) subsystemsubsystem-shortnamevhere
subsystem-shortnamie the short name for the subsystem you want to
clear.

Refer to Table 11-1 for a list of short names, or embelisplay
(notrap) subsystem ?at theELS> prompt to display a list of short
names on your console.

4 Press Return. The ELS is configured not to record messages generated
by the specified subsystem, and BeS> prompt is displayed.

If ELS was previously configured in volatile memory to record events
from other subsystems, or if other subsystems were configured in
NVRAM, those settings remain in effect until you clear them.

5 If you want to clear event recording for yet another subsystem, repeat
steps 3 and 4.

Example
ELS>nodisplay subsystem arp

or

ELS>notrap subsystem arp

Recording and Clearing Events By Subsystem and Logging Level

You can configure ELS to record all events generated by a specific subsystem and
associated with a particular logging level. For example, you might want to log all
events related to STP that are caused by common external errors (the CE-ERROR
logging level). Once you configure ELS to record all events generated by a subsystem
and an associated logging level, those settings remain in effect until you clear them.
Assume, for example, you first configure ELS to record events generated by the STP
subsystem and associated with the P-TRACE logging level, and you later decide you
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want to record STP events associated with only the U-TRACE logging level. In this

situation, you must both clear the P-TRACE logging level from the STP subsystem

andconfigure ELS to record STP events associated with the U-TRACE logging level.
If you donotclear the P-TRACE logging level, STP events associated with both the

P-TRACE and U-TRACE logging levels are recorded.

Recording Events By Subsystem and Logging Level
To record events by subsystem and logging level, perform the following steps:

Step

Action

1
2
3

At the Monitor prompt ), enterevent.
Press Return. ThELS> prompt is displayed.

Enterdisplay (trap) subsystemsubsystem-shortname logging-leyel
wheresubsystem-shorthnamis the short name for the desired
subsystem anbbgging-levelis the desired logging level.

Refer to Table 11-1 for a list of short names, or editgplay (trap)
subsystem 7at theELS> prompt to display a list of short names on your
console.

Refer to Table 11-2 for a list of logging levels, or eglisplay (trap)
subsystemsubsystem-shortnameat theELS> prompt to display a list
of logging levels.

Press Return. The ELS is configured to record all messages generated
by the specified subsystem and associated with the specified logging
level, and th&ELS> prompt is displayed.

If ELS was previously configured in volatile memory to record events
associated with other logging levels in the same or other subsystems, or
if other subsystems or logging levels were configured in NVRAM, those
settings also remain in effect until you clear them.

If you want to configure ELS to record all events associated with other
logging levels in the same or other subsystems, repeat steps 3 and 4.

Example

ELS>display subsystem stp ce-error

or

ELS>trap subsystem stp ce-error
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Clearing Events By Subsystem and Logging Level

Clearing events in volatile memory causes ELS to stop recordingeangvents

generated by the specified subsystem, and associated with the specified logging level.
Events already recorded (historical entries) are still displayed and may be visible at the
upper portion of the log. Refer to the Clearing Historical Entries From the Log section
for information about how to clear historical entries.

To clear events by subsystem and logging level, perform the following steps:

Step Action

1 At the Monitor prompt ), enterevent.
2 Press Return. ThELS> prompt is displayed.
3 Enternodisplay (notrap) subsystemsubsystem-shortname logging-

level wheresubsystem-shortnamie the short name for the desired
subsystem anbbgging-levelis the logging level you want to clear.

Refer to Table 11-1 for a list of short names, or embelisplay
(notrap) subsystem ?at theELS> prompt to display a list of short
names on your console.

Refer to Table 11-2 for a list of logging levels, or emadisplay
(notrap) subsystemsubsystem-shortname at theELS> prompt to
display a list of logging levels.

4 Press Return. The ELS is configumsat to record messages generated
by the specified subsystem and logging level, andette> prompt is
displayed.

If ELS was previously configured in volatile memory to record events
associated with other logging levels in the same or other subsystems, or
if other subsystems or logging levels were configured in NVRAM, those
settings remain in effect until you clear them.

5 If you want to clear event recording associated with other logging levels
in the same or other subsystems, repeat steps 3 and 4.

Example
ELS>nodisplay subsystem stp ce-error

or

ELS>notrap subsystem stp ce-error
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Recording and Clearing All Occurrences of an Event

You can configure ELS to record all occurrences of a particular event. For example,
you might want to record each time STP restarts the BPDU Hello Timer. The event
number for this event is STP.028.

Once you configure ELS to record all occurrences of an event, that setting remains in
effect until you clear it. Assume, for example, you first configure ELS to record each
time STP restarts the BPDU Hello Timer, and you later decide you want to record only
when a BootP request is received on an interface (event number BTP.001). In this
situation, you must both clear the STP.028 event nuarigronfigure ELS to record

each time a BootP request is received on an interface. If yoatdéear the STP.028
event number, all occurrences of both events (STP.028 and BTP.001) are recorded.

Recording All Occurrences of an Event
To record all occurrences of an event, perform the following steps:

Step Action

1 At the Monitor prompt ), enterevent.
2 Press Return. ThELS config> prompt is displayed.
3 Enterdisplay (trap) event subsystem.eventi#vheresubsystem.event#

is the event number for the event you want to record.

Refer to the Viewing Current Configuration Settings and Statistics
section for information about how to display event numbers associated
with one or all subsystems.

4 Press Return. The ELS is configured to record all occurrences of the
specified event, and theL.S> prompt is displayed.

If ELS was previously configured in volatile memory to record events
based on other criteria, or if other event selection criteria were
configured in NVRAM, those settings also remain in effect until you
clear them.

5 If you want to configure ELS to record all occurrences of another
individual event, repeat steps 3 and 4.

Example
ELS>display event stp.028

or

ELS>trap event stp.028
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Clearing All Occurrences of an Event

Clearing events in volatile memory causes ELS to stop recordingeavgvents that
match the specified event number. Events already recorded (historical entries) are still
displayed and may be visible at the upper portion of the log. Refer to the Clearing
Historical Entries From the Log section for information about how to clear historical
entries.

To clear all occurrences of an event, perform the following steps:

Step Action

1 At the Monitor prompt<), enterevent.
2 Press Return. ThELS> prompt is displayed.
3 Enternodisplay (notrap) event subsystem.eventi#vhere

subsystem.event# the event number for the event you want to clear.

Refer to the Viewing Current Configuration Settings and Statistics
section for information about how to display event numbers associated
with one or all subsystems.

4 Press Return. The ELS is configuraaitto record all occurrences of the
specified event, and theL.S> prompt is displayed.

If ELS was previously configured in volatile memory to record events
based on other criteria, or if other event selection criteria were
configured in NVRAM, those settings remain in effect until you clear
them.

5 If you want to clear recording of all occurrences of other individual
events, repeat steps 3 and 4.

Example
ELS>nodisplay event stp.028

or

ELS>notrap event stp.028

Recording and Clearing Events By Group

You can configure ELS to record all occurrences of each event that is included in a
group. For example, you might want to regularly record each time STP restarts the
BPDU Hello Timer (event number STP.028), and each time a BPDU is received from
a specified MAC address (event number STP.001). A group is a customized list of one
or more event numbers that you define as members of a group. Configuring ELS using
groups is most useful when you have combinations of events that you need to record
regularly and helps eliminate the need to enter the desired event numbers individually.
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The name you assign to a group when you create it should reflect the type of events the
group contains so that you can more easily distinguish between groups. Refer to the
Configuring ELS in Nonvolatile Memory section for information about how to create,
modify, and delete groups.

Once you configure ELS to record all occurrences of events that are members of a
group, that setting remains in effect until you clear it.

Recording All Occurrences of Events in a Group
To record all occurrences of events in a group, perform the following steps:

Step Action

1 At the Monitor prompt<), enterevent.
2 Press Return. ThELS config>  prompt is displayed.
3 Enterdisplay (trap) group group-name wheregroup-nameis the

name of the group containing the events you want to record.

4 Press Return. The ELS is configured to record all occurrences of the
events specified in the group, and EHeS> prompt is displayed.

If ELS was previously configured in volatile memory to record events
based on other criteria, or if other event selection criteria were
configured in NVRAM, those settings also remain in effect until you
clear them.

5 If you want to configure ELS to record all occurrences of events in
another group, repeat steps 3 and 4.

Example
ELS>display group mygroup

or
ELS>trap group mygroup

Clearing All Occurrences of Events in a Group

Clearing events in volatile memory causes ELS to stop recordingeavgvents that
match the specified group. Events already recorded (historical entries) are still
displayed and may be visible at the upper portion of the log. Refer to the Clearing
Historical Entries From the Log section for information about how to clear historical
entries.
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To clear all occurrences of events in a group, perform the following steps:

Step Action

1 At the Monitor prompt<), enterevent.
2 Press Return. ThELS> prompt is displayed.
3 Enternodisplay (notrap) group group-name wheregroup-nameis

the name of the group for which you dot want to record events.

4 Press Return. ELS is configuredtto record all occurrences of events
in the specified group, and t$.S> prompt is displayed.

If ELS was previously configured in volatile memory to record events
based on other criteria, or if other criteria are configured in NVRAM,
those settings remain in effect until you clear them.

5 If you want to clear recording of events in another group, repeat steps 3
and 4.

Example
ELS>nodisplay group mygroup

or

ELS>notrap group mygroup

Clearing Historical Entries From the Log

You can clear ELS so that &listorical entries in the log, matching the specified

criteria, are deleted. This includes all events configured to be recorded by subsystem,
by subsystem and logging level, by event number, and by group, and for both CLI and
SNMP display. When you clear historical entries, new events continue to be recorded
to the log, even if they match the criteria used to clear entries.

Clearing Historical Entries By Subsystem

To clear ELS so that all historical entries are deleted from the log by subsystem,
perform the following steps:

Step Action

1 At the Monitor prompt ), enterevent.

2 Press Return. ThELS> prompt is displayed.
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Step Action

3 Enterclear subsystemsubsystem-shorthamevheresubsystem-
shortnameis the short name for the subsystem you want to clear.

Refer to Table 11-1 for a list of short names, or eligesubsystem ?
at theELS> prompt to display a list of short names on your console.

4 Press Return. The ELS deletes all historical entries in the log that match
the specified subsystem, and EleS> prompt is displayed.

If ELS was previously configured in volatile memory to record events
from other subsystems, or if other subsystems were configured in
NVRAM, those settings remain in effect until you clear them.

5 If you want to clear historical entries for yet another subsystem, repeat
steps 3 and 4.

Clearing Historical Entries By Subsystem and Logging Level
To clear historical entries by subsystem and logging level, perform the following steps:

Step Action

1 At the Monitor prompt ), enterevent.
2 Press Return. ThELS> prompt is displayed.
3 Enterclear subsystemsubsystem-shortname logging-ley&there

subsystem-shortnamie the short name for the desired subsystem and
logging-levelis the logging level you want to clear.

Refer to Table 11-1 for a list of short names, or eligesubsystem ?
at theELS> prompt to display a list of short names on your console.

Refer to Table 11-2 for a list of logging levels, or etfiwrsubsystem
subsystem-shortnam® at theELS> prompt to display a list of events
and associated logging levels.

4 Press Return. The ELS deletes historical entries from the log that match
the specified subsystem and logging level, andEth®> prompt is
displayed.

If ELS was previously configured in volatile memory to record events
associated with other logging levels in the same or other subsystems, or
if other subsystems or logging levels were configured in NVRAM, those
settings remain in effect until you clear them.

5 If you want to clear historical entries associated with other logging
levels in the same or other subsystems, repeat steps 3 and 4.
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Clearing All Historical Entries of a Specific Event
To clear all historical entries of a specific event, perform the following steps:

Step Action

1 At the Monitor prompt ), enterevent.
2 Press Return. ThELS> prompt is displayed.
3 Enterclear event subsystem.event#vheresubsystem.event# the

event number for the event you want to clear.

Refer to the Viewing Current Configuration Settings and Statistics
section for information about how to display event numbers associated
with one or all subsystems.

4 Press Return. The ELS deletes all historical entries of the specified event
from the log, and thELS> prompt is displayed.

If ELS was previously configured in volatile memory to record events
based on other criteria, or if other event selection criteria were
configured in NVRAM, those settings remain in effect until you clear
them.

5 If you want to clear recording of all occurrences of other individual
events, repeat steps 3 and 4.

Clearing Historical Entries By Group

To clear all historical entries associated with events in a group, perform the following
steps:

Step Action

1 At the Monitor prompt ), enterevent.
2 Press Return. ThELS> prompt is displayed.
3 Enterclear group group-name wheregroup-nameis the name of the

group for which you dmot want to record events.

4 Press Return. ELS deletes all historical entries associated with events in
the specified group, and tl&.S> prompt is displayed.

If ELS was previously configured in volatile memory to record events
based on other criteria, or if other criteria are configured in NVRAM,
those settings remain in effect until you clear them.

5 If you want to clear recording of events in another group, repeat steps 3
and 4.
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Setting Maximum Number of Traps Per Second

You can configure ELS to limit the number of events that are trapped per second. This
option is most useful when conditions result in such large numbers, or “bursts,” of
events that you are overwhelmed by the data. Reducing the maximum number of traps
per second effectively results in a sampling of the events.

The default value for the maximum number of traps per second in volatile memory is
equal to the maximum number of traps/second value set for NVRAM. (Refer to the
Configuring ELS in Nonvolatile Memory section.)

To set the maximum number of traps per second, perform the following steps:

Step Action

1 At the Monitor prompt ), enterevent.

2 Press Return. ThELS> prompt is displayed.

3 Enterset pin.

4 Press Return. The following message is displayed:

events/second [0]?

5 Enter the maximum number of events per second you want trapped. The
range of acceptable values is 1 through 57600 traps per second. A value
of 0 (zero), indicates an unlimited number of events per second.

6 Press Return. The maximum number of events trapped is set, and the
ELS> prompt is displayed.

Saving and Managing a Configuration in NVRAM

You can save an ELS volatile memory configuration in NVRAM. The configuration
settings are saved in NVRAM, separate from the ELS NVRAM settings configured
from the Config prompt. You may want to save volatile settings in NVRAM if, for
example, you want to try a different ELS configuration, but want to retain the current
settings for later use. You may also want to save volatile settings in NVRAM if you
plan to continue to use the settings at a later time, and you want to ensure the settings
are still available if a power outage or restart occurs.

You can retrieve and reload volatile ELS configuration settings you previously saved
in NVRAM. Retrieving settings from NVRAM does not delete the settings from
NVRAM. You must perform a separate operation to delete (remove) the saved
NVRAM.
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Saving Volatile Settings in NVRAM
To save a volatile ELS configuration in NVRAM, perform the following steps:

Step Action

1 At the Monitor prompt ), enterevent.

2 Press Return. ThELS> prompt is displayed.
3 Entersave

4

Press Return. The volatile settings are stored in NVRAM, separate from
ELS settings configured from the Config prompt. Bi&S> prompt is
displayed.

Retrieving Settings From NVRAM
To retrieve previously saved (volatile settings) from NVRAM, perform the following

steps:
Step Action
1 At the Monitor prompt ), enterevent.
2 Press Return. ThELS> prompt is displayed.
3 Enterretrieve.
4 Press Return. The settings stored in NVRAM are retrieved and reloaded

as an ELS volatile configuration, and #leS>prompt is displayed. The
NVRAM copy of the settings from which the reload occurred is
retained. (Refer to the Deleting Settings Saved in NVRAM section for
information about how to delete (remove) the NVRAM copy.)

Deleting Settings Saved in NVRAM

To delete (remove) previously saved (volatile) settings from NVRAM, perform the
following steps:

Step Action

1 At the Monitor prompt ), enterevent.

2 Press Return. ThELS> prompt is displayed.

3 Enterremove.

4 Press Return. The settings stored in NVRAM are deleted aril Sre

prompt is displayed.
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Restoring Default Settings

You can restore ELS volatile memory configuration defaults using the restore
command. (Refer to Appendix B for a list of ELS volatile memory configuration
default settings.) Restoring the default settings also stops ELS from recording events
based on prior settings in volatile memory. However, ELS continues to record events
that match selection criteria configured in NVRAM, if any.

To restore ELS volatile memory configuration defaults, perform the following steps:

Step Action

1 At the Monitor prompt{), enterevent.

2 Press Return. ThELS> prompt is displayed.

3 Enterrestore.

4 Press Return. The default settings are restored ariflL®e prompt is

displayed.

Viewing Current Configuration Settings and Statistics

Viewing Current Configuration Settings

You can view several reports that detail the current ELS configuration settings in
volatile memory. Some reports include a count of specific events being recorded. You
may find these reports helpful if, for example, you want to check the settings before
displaying the event log. (Refer to the Displaying the Event Log section for
information about how to display events.)

To view current configuration settings in volatile memory, perform the following
steps:

Step Action

1 At the Monitor prompt ), enterevent.
2 Press Return. ThELS> prompt is displayed.
3 Enterlist command-option wherecommand-optionis the command

you must enter to display the desired information. Refer to Table 11-5
for a list of commands, and for a description of the type of information
that is displayed when you enter the command.

4 Press Return. A report containing the desired information is displayed
and theELS> prompt is displayed.
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Table 11-5: List Command Options and Descriptions

Command

Description

adive subsystem-name

event event-name

groups

pin

subsystems

Lists the following information about a
specific subsystem, wheseibsystem-namis
the subsystem:

Events configured for logging (active
events). AD in theActive column of the
report indicates the event is configured to
be logged for display through the
VNswitch module’s CLI. AT in the

Active column of the report indicates the
eventis configured to be trapped for remote
(SNMP) management.

Number of occurrences of each event.

Displays the following information about the
specified event, wheevent-namas the name
of the event:

Logging level.
Short form of the message.

Whether the event is configured for
logging (active event). A in theActive
column of the report indicates the event is
configured to be logged for display through
the VNswitch module’s CLI. AT in the
Active column of the report indicates the
eventis configured to be trapped for remote
(SNMP) management.

Lists all group names and the events that
compose each group.

Displays the current maximum number of traps
per second (pin).

Lists the short names for all possible
subsystems, the number of different events that
can be generated by the subsystem, and an
expanded description of the subsystem short
name.
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Command

Description

subsystemsubsystem

subsystems all

(=3

Lists all possible events that can be generated
by a specified subsystem, whetgsystems

the short name for the subsystem for which you
want to list events. The information included
for each event includes the event number, the
logging level for the event, and a short
description of the event.

Lists all possible events that can be generated
by all subsystems. The information included
for each event includes the event number, the
logging level for the event, and a short
description of the event.

Lists the following configuration information:

* Short names for all possible subsystems,
the number of different events that can be
generated by each subsystem, and an
expanded description of each subsystem
short name.

» All configured groups and the events
specified for each group.

* The (pin) value for the maximum number
of traps per second.
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Example
ELS>list active stp

Event  Active Count
STP.003
STP.004
STP.005
STP.006
STP.007
STP.008
STP.009
STP.013
STP.014
STP.015
STP.016
STP.021
STP.022
STP.024
STP.026
STP.028
STP.029
STP.030
STP.032
STP.033
STP.034

00000000000

5 Roooocoocoooocooooo
©

©

Q9 ~

0000000
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Viewing Configuration Memory Statistics

You can view statistics about ELS configuration volatile memory categorized by
subsystem. The report includes the following information for each subsystem:

e Subsystem short name

« Maximum number of events (vector) for the subsystem

e Current number of events that can be generated by the subsystem

*  Number of bytes (string) used for all message storage by the subsystem
* Number of events that are active in the subsystem

«  Dynamic memory in use by the subsystem

The report also includes totals for each of the above bulleted items, the maximum
number of events (vector) of all subsystems, the maximum number of subsystems, and
total heap memory size.
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To view configuration memory statistics, perform the following steps:

Step Action

1 At the Monitor prompt+), enterevent.

2 Press Return. ThRELS> prompt is displayed.

3 Enterstatistics.

4 Press Return. A report containing configuration memory is displayed,

and theELS> prompt is displayed.
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Displaying the Event Log

The event log records all event messages until the buffer is full. Each new event then
overwrites the oldest existing event in the log. The event log also displays new
messages on your console as they occur. The categories of information and level of
detail displayed varies, depending on how you configure ELS. (Refer to the Selecting
Which Events Are Logged section for information about how to record and display
selected information.)

You can display the log of recorded event messages using either the CLI, or using an
SNMP-based agent such as Digital’s clearVISN MultiChassis Manager. This section
describes how to display the log using the CLI. Refer to the appropriate documentation
supporting the particular SNMP agent you are using for information about displaying
events.

Choosing the Method of Display

You can display the event log from the CLI either directly or indirectly. When
displaying the event log directly, you view events only. You cannot perform any other
task while viewing the log using this method.

Displaying the event log indirectly enables you to view events while entering
commands from any CLI prompt (Config> , +, Bridge> , and so on). Although

this method causes the command line to scroll off the screen as events are displayed,
it enables you to more easily view the effect of configuration changes as you make
them. This capability may also be of particular use if you need to view events that
occur immediately after startup, but that might otherwise scroll off the screen if you
first had to access the event log from the Main prormptas described in the

Displaying and Exiting the Event Log section. Displaying the event log indirectly
applies only to a terminal or a printer attached to the setup port. It does not affect output
accessed via remote devices.

You can set the method of display (direct or indirect) from eitheCtméig> prompt

or the Monitor prompt¥). Setting the method of display from t@enfig> prompt

takes effect immediately, without restarting the switch. Because it is stored in
NVRAM, the setting survives resets and loss of power. Setting the method of display
from the Monitor promptX) also takes effect imnmediately, without restarting the
switch. However, because the setting is stored in volatile memory it does not survive
resets and loss of power.
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To choose the method of display, perform the following steps:

Step Action

1 At either the Config> prompt or the Monitor prompt (+), eiset -
output method-of-displa, wheremethod-of-displa is either the
default or theconsole command option. Thdefault command sets the
method of display to direcyou can only view events). Tlconsole:
command sets the method of display to indirect (you can view events
while entering commands). The default is default command.

2 Press Return. The chosen method of display is set.

If you set the method of display default, refer toDisplaying and
Exiting the Event Log sectic for information about how to view the
event log directly.

If you set the method of display consolg, the event log is
automatically displayed at any CLI prompt you access.

Displaying and Exiting the Event Lo g

Only one user at a time can access the event log. If another user attempts to access the
log while you are using it, the mess«Current Process has been

Redirected is displayed and you are returned toMain grompr (* ). The user who
accessed the log receives all redirected output from the log that did not yet display on
your screen. The log is displayed at the other user’s terminal until the user to whom the
output is redirected cancels it.

Displaying the Event Log Directly

To display the event log directlthe method of display is setdefault), perform the
following steps:

Step Action

1 At the Main prompt*) enterEvents.

2 Press Return. The eventlog is displayed. All existing event messages are
displayed. New event messages are also added to the display as they
occul.
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Displaying the Event Log Indirectly

If you set the method of display tonsole the event log is automatically displayed at
any CLI prompt you access. If you log out after setting the method of display to
consoleand then log in again, the stream of events that are output to the console are
immediately displayed. To terminate the stream of output, at the Main prompt enter
halt 2 and press Return.

Exiting the Event Log

If you are viewing the event log directly, enter the intercept character to exit the event
log. The default intercept character is Ctrl/P. Refer to Chapter 2 for information about
changing the intercept character.

If you are displaying the event log indirectly, you can cancel display of events by
enteringset output defaultcommand at either the Config or Monitor prompt. Refer to
the Choosing the Method of Display section for information about how to do so.

Advanced Methods for Viewing Events

Refer to Appendix A for information about the following topics that may be useful
when viewing the event log directly.

* Viewing output from multiple processes (Events and Config, for example)
simultaneouslydivert command)

» Canceling display of output to a consdlegh command)

e Terminating process outputidlt command)
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Printing ELS Output

You can obtain a hard copy printout of event messages, including startup messages, by
attaching a printing terminal to the setup port on the module. You must then configure

the switch so that events are displayed directly, as described in the Displaying the
Event Log section.
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Chapter 12

Configuring Remote Management

Overview

Introduction

You can configure, monitor, and manage VNswitch modules from a remote device
using the CLI, a graphical interface, or both. To configure and manage the module
remotely using the CLI, you must establish a remote console session. To configure and
manage a module using a graphical interface, you must install a MIB-based
management system such as Digital’'s MultiChassis Manager (optional). MultiChassis
Manager is a component of Digital’'s clearVISN network management product.

You must configure certain network parameters and protocols before you can
configure a module from a remote console session or from a MIB-based system. This
chapter describes how to configure those network connections and protocols.

In This Chapter
The following topics are covered in this chapter:

Topic Page
Configuring the Module for Remote Console Sessions 12-2
Configuring the Module for MIB-Based Management Systems 12-6
Configuring TCP/IP Host Services 12-20
Displaying TCP/IP Host Services Settings 12-26
Monitoring and Managing TCP/IP Host Services 12-27
Connecting to Other Devices Using Telnet 12-33
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Configuring the Module for Remote Console Sessions

This section describes how to configure the module to accept remote console sessions.
Remote sessions are established by running Telnet on a remote workstation, PC, or
terminal server, and connecting through any of the following interfaces:

e The OBM port on the hub
e The AUI port (DEChub ONE docking station only)

« Any VNswitch module network interface (Ethernet, Fast Ethernet, FDDI, ATM
ELAN, ATM Bridge Tunnel, or the VNbus)

Refer to the VNswitch module installation and configuration documentation for
information about cable installation.

You must perform the following tasks to configure the module for remote console

sessions:
Task Description
1 Configure TCP/IP Host Services
2 Configure the OBM port (optional)
3 Configure the AUI port (optional)

Configuring TCP/IP Host Services

You must configure TCP/IP Host Services to identify an IP address that can be used to
Telnet to a VNswitch module and establish a remote session. To configure TCP/IP
Host Services, refer to the Configuring TCP/IP Host Services section later in this
chapter.

Configuring and Viewing OBM Port Connections

If you plan to provide the ability to perform Out of Band Management, you must
configure an OBM port. To do so, perform the following tasks:

Task Description

1 Configure an OBM-IP address.

2 Configure OBM port speed.

3 Configure the Serial Line Interface Protocol (SLIP).
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You can also view the current OBM port settings if you need to verify the address, port
speed, and ready-to-send (RTS) enable/disable state (when applicable).

Configure the OBM-IP Address

You can set the OBM-IP address of the module from either the installation menu for
the hub in which a module is installed, or by using the VNswitch module CLI.

Refer to the appropriate VNswitch module installation and configuration manual for
information about how to set the OBM-IP address using the installation menu.

To set the IP address of the module using the CLI, perform the following steps:

Step Action

1 At the Config prompt@onfig> ), enterset dom ip-addressip-
addresswhereip-addresss the address of the module to which you

want to provide access. Setting the addre®0t®.0deletes the current
OBM address.

2 Press Return. The OBM-IP address is set.
3 Restart the module if you want the new configuration settings to take
effect.

Configuring the OBM Port Speed

The means by which you set the OBM port speed varies, depending on whether you
are using a DEChub ONE docking station or a DEChub 900 MultiSwitch.

DEChub 900 MultiSwitch

You can set the OBM port speed only from the DEChub 900 MultiSwitch installation
menu. Refer to the appropriate DEChub 900 MultiSwitch documentation for
information about how to set the OBM port speed using the installation menu.

DEChub ONE Docking Station

You can set the OBM port speed on a DEChub ONE docking station from either the
VNswitch module’s installation menu, or by using the VNswitch module CLI.

Refer to the appropriate VNswitch module installation and configuration manual for
information about how to set the OBM port speed using the installation menu.
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To set the OBM port speed using the CLI, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterset obmspeedwherespeeds
the port speed. The default port speed is 9600 baud.

2 Press Return. The OBM port speed is set.

3 Restart the module if you want the new configuration settings to take
effect.

Configuring the OBM RTS State

The means by which you set the OBM port Ready-To-Send (RTS) state varies,

depending on whether you are using a DEChub ONE docking station or a DEChub 900
MultiSwitch.

DEChub 900 MultiSwitch

You can set the OBM port RTS state (Enabled or Disabled) on a DEChub 900
MultiSwitch only from the DEChub 900 MultiSwitch installation menu. Refer to the
appropriate DEChub 900 MultiSwitch documentation for information about how to set
the OBM port speed using the installation menu.

DEChub ONE Docking Station

You can set the OBM port RTS state (Enabled or Disabled) on a DEChub ONE
docking station from either the VNswitch module’s installation menu, or by using the
VNswitch module CLI.

Refer to the appropriate VNswitch module installation and configuration manual for
information about how to set the OBM port RTS state using the installation menu.

To set the OBM port RTS state using the CLI, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterset gom rts, whererts is either
enabledor disabled The default RTS state is disabled.

2 Press Return. The OBM port RTS state is set.

3 Restart the module if you want the new configuration settings to take
effect.
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Configuring SLIP

You must configure your Telnet client device to use the Serial Line Interface Protocol
(SLIP). No SLIP configuration settings are required on the VNswitch module. Refer
to the appropriate terminal server documentation for information about how to do so.

Viewing OBM Port Connections

You can view the current OBM port settings if you need to verify the address, port
speed, and ready-to-send (RTS) enable/disable state (when applicable).

To view the current settings, perform the following steps:

Step Action

1 At the Config> prompt, entetist obm ip-address

2 Press Return. The OBM address, port speed, and RTS state is displayed,
and theConfig> prompt is displayed.

Example
Config> list obm

OBM Address: 0.0.0.0
OBM Port Speed: 9600
OBM Port RTS disabled

Redirecting Ethernet Interface 11

If you plan to perform in-band management through the AUI port on a DEChub ONE
docking station, you must connect the module’s front panel Ethernet interface 11 to the
docking station’s Attachment Unit Interface (AUI) port. If TCP/IP Host Services is
configured, you can then log in to the module through the AUI port. Refer to Chapter
5 for information about how to redirect Ethernet interface 11 to the docking station’s
AUI port.
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Configuring the Module for MIB-Based Management
Systems

This section describes how to configure the module for remote management using
MIB-based management systems.

You must perform the following tasks to configure the module for MIB-based

management:
Task Description
1 Configure TCP/IP Host Services
2 Configure SNMP

Configuring TCP/IP Host Services

You must configure TCP/IP Host Services to identify the IP address to which SNMP
protocol messages are sent. To configure TCP/IP Host Services, refer to the
Configuring TCP/IP Host Services section later in this chapter.

Configuring SNMP

This section describes how to configure and manage the Simple Network Management
Protocol (SNMP) to support MIB-based management systems. SNMP is a
communication protocol used to collect network management information from
devices on the network. The information collected includes such information as traffic
overloads, data throughput, and errors. You can then view the collected information
using any MIB-based management system such as Digital’s clearVISN MultiChassis
Manager.

This section assumes you are familiar with SNMP concepts and MIB-based
management systems.

Adding and Deleting a Community

SNMP includes a default community named “public.” The public community is
assigned write-read-trap access by default. You should change the access assigned to
the public community to read-trap and add at least one other community with write-
read-trap access. Refer to the Setting Community Access section later in this chapter
for information about how to set access.
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To add or delete a community to the list of SNMP communities, perform the following
steps:

Step Action

1 At the Config promptConfig> ), enterprotocol shmp.
2 Press Return. ThRBNMP Config> prompt is displayed.
3 If you want to add a new community, engeld community name

wherenameis the hame you want to assign to the new community.

If you want to delete an existing community, erdelete_ommunity

name wherenameis the name of the community you want to delete.
4 Press Return. The following message is displayed:

Community name []?

5 Enter a name for the community. The name can be composed of up to

32 alphanumeric characters and cannot include spaces, tabs, or Escape
key sequences.

6 Press Return. The community is added or deleted as specified and the
SNMP Config> prompt is displayed.

Adding and Deleting an Address for a Community

You can specify one or more addresses for each community. However, you can add
addresses only one at a time. If you do not specify an address for a community, requests
are handled from any host. The address is also used to specify the hosts that receive the
traps. If no address is specified, no traps are generated.

To add an address for a community, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterprotocol shmp.
2 Press Return. ThRBNMP Config> prompt is displayed:
3 If you are adding an address, ergéd address

If you are deleting an address, erdelete aldress

4 Press Return. The following message is displayed:
Community name []?
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Step Action

5 Enter the name of the community for which you want to assign or delete
an address. The name can be composed of up to 32 alphanumeric
characters and cannot include spaces, tabs, or Escape key sequences.

6 Press Return. The following message is displayed:
IP Address [0.0.0.0]?

7 Enter the IP address you want to add to or delete from the community.
8 Press Return. If you are adding an address, the following message is
displayed:

IP Mask [255.255.255.255]?
If you are deleting an address, go to step 10.

9 Enter the IP mask for the address.

10 Press Return. The address is added or deleted as specified, aNiitRe
Config> prompt is displayed.

Creating and Managing MIB Views
You can add a MIB view or delete an existing view.

Adding Views

You can add a new view or add a portion (subtree) of the MIB to an existing view.
More than one subtree can be added to an existing view.

To create a new view or add a subtree to an existing view, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterprotocol shmp.
2 Press Return. ThRBNMP Config> prompt is displayed.
3 Enteradd subtree.

4 Press Return. The following message is displayed:

View name []?
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Step

Action

If you want to create a new view, enter a name that is not already being
used.

If you want to add a subtree to an existing view, enter the name of an
existing view.

The name can be composed of up to 32 alphanumeric characters and
cannot include spaces, tabs, or Escape key sequences.

Press Return. The following message is displayed:

MIB OID name []?

Enter the numeric value of the MIB Object ID (OID) for which you want
to create a new view or add to an existing view.

Example: MIB OID name []? 1.3.6.1.4.1.2

Press Return. The view is created or added to an existing view, and the
SNMP Config> prompt is displayed.

Deleting Subtrees and Views
To delete a subtree and view, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterprotocol snmp.

2 Press Return. ThRBNMP Config> prompt is displayed.

3 Enterdelete sibtree.

4 Press Return. The following message is displayed:
View name []?

5 Enter the name of the view you want to delete or the name of the view
containing the subtree you want to delete.

6 Press Return. The following message is displayed:
MIB OID name []?

7 Enter the numeric value of the MIB Object ID (OID) associated with the

view you want to delete.
Example: MIB OID name [][? 1.3.6.1.4.1.2
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Step

Action

8

Press Return.

If you are deleting the last subtree in the view, the subtree and its
associated view are deleted, andSiNMP Config> prompt is
displayed.

If subtrees other than the one you are deleting are associated with the
specified view, only the specified subtree is deleted an8ié¢P

Config> prompt is displayed. The specified view and all remaining
subtrees associated with the view remain intact.

Setting and Managing Community Views and Access

You can assign one or more views and one of three access types to a community.

Setting Community Views
To assign a view to a community, perform the following steps:

Step

Action

1

2
3
4

(é]

At the Config promptConfig> ), enterprotocol shmp.
Press Return. ThRENMP Config> prompt is displayed.
Enterset gommunity view.

Press Return. The following message is displayed:
Community name []?

Enter the name of the community to which you want to assign a view.

Press Return. The following message is displayed:
View name []?

If you want to assign all MIB views (subtrees) to the community, enter
the name of the view you want to assign to the community followed by
a space andll.

If you want to assign a selected MIB view (subtree) to the community,
enter the name of the view you want to assign to the community
followed by a space and the subtree number.

Press Return. The specified views are assigned to the community and
the SNMP Config> prompt is displayed.
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Setting Community Access

The default community named “public” is assigned write-read-trap access by default.
You should change the access assigned to the public community to read-trap, and add
at least one other community with write-read-trap access.

To set read, write, or trap access to a community, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterprotocol snmp.

2 Press Return. ThRENMP Config> prompt is displayed.

3 Enterset gommunity accesscommand-optionwherecommand-
optionis one of the community access options listed in Table 12-1.

4

Press Return. The specified access option is assigned to the community
and theSNMP Config> prompt is displayed.

Table 12-1: Community Access Options

Command Option Description

read-trap

Sets read access and trap generation for the
specified community.

write-read-trap Sets write and read access and trap generation

trap-only

for the specified community.

Sets the trap port to the specified community.

Setting the

Trap Port

To specify the User Datagram Protocol (UDP) trap port to which traps are sent,
perform the following steps:

Step Action

1 At the Config promptConfig> ), enterprotocol shmp.
2 Press Return. ThRENMP Config> prompt is displayed.
3 Enterset trap_port.

4 Press Return. The following message is displayed:

UDP port [162]?
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Step Action

5 Enter the UDP port number for the trap port that is to receive traps. The
default is the standard trap pot6gQ).

6 Press Return. The specified UDP port number is assigned a8 ke
Config> prompt is displayed.

Enabling and Disabling SNMP

To enable or disable SNMP, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterprotocol shmp.
2 Press Return. ThRENMP Config> prompt is displayed.
3 If you want to enable SNMP, entenable sxmp.

If you want to disable SNMP, entdisable_smp.
The factory default is enabled.

4 Press Return. SNMP is enabled or disabled as specified, a8 khié
Config> prompt is displayed.

5 Restart the module if you want the new configuration settings to take
effect.

Enabling and Disabling Traps

You can enable or disable one trap at a time or all traps simultaneously. To enable or
disable a trap, perform the following steps:

Step Action

1 At the Config promptConfig> ), enterprotocol snmp.
2 Press Return. ThRENMP Config> prompt is displayed.
3 If you want to enable a trap, engmble frap trap-type

If you want to disable a trap, engisable tap trap-type

Thetrap-typemust be one of the command options specified in Table
12-2.

4 Press Return. The following message is displayed:
Community name []?
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Step Action

5 Enter the name of the community to which you want to assign the trap
type.
6 Press Return. The specified trap type is enabled or disabled for the

specified community, and ttf®NMP Config> prompt is displayed.

Table 12-2: Trap Type Options

Command Option Description

cold_start A cold start trap (0) occurs when the
transmitting device is reinitializing and the
agent’s configuration or the protocol entity
implementation may be altered.

warm_start A warm start trap (1) occurs when the
transmitting device is reinitializing but the
agent’s configuration or the protocol entity
implementation does not change.

link _down A link down trap (2) occurs when there is a
failure in one of the communication links
represented in the agent’s configuration.

link _up A link up trap occurs when a previously
inactive network link becomes active.

auth_falil An authentication failure trap occurs when the
sending entity is the addressee of a protocol
message that is not properly authenticated.

e EGP neighbor loss traps occur when an EGP
neighbor and peer are marked down and no
longer a peer.

The egpNeighborLoss trap-PDU contains the
name and value of the egpNeighAddr instance
for the affected neighbor as the first element of
its variable bindings.

enterprise Enterprise-specific traps occurrences vary,
depending on the event. The specific-trap field
identifies the particular trap that occurs.

all Enables or disables all traps specified in this

table.
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Displaying and Monitoring SNMP

This section describes how to display current SNMP configuration parameters and
how to monitor statistics about the number of defined variables and the size of the
MIB.

Monitoring Defined Variables and MIB Size

To display information about the number of defined variables and the size of the MIB,
perform the following steps:

Step Action

1 Access the Monitor prompt.
2 Entergtatistics.
3 Press Return. The desired information and the Monitor prof)ré
displayed.
Example
+statistics

Number of defined variable handlers = 776
Size of MIB = 35496 bytes

Displaying Current Configuration Parameters
You can display information about the following parameters assigned to communities:

* Access

* |P address and mask

* Trap types

* Views and subtrees associated with a views

« All the above information in one report
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Displaying Selected Parameters
To display selected parameters assigned to commuiperform the following steps:

Note

You can display parameters by community from bothSR&P Config>

prompt, as described in this section, and from the Monitor prompt ¢ display

the same information from the Monitor process, access the Monitor prompt and
enterlist canmunity option as described in the following steps:

Step Action

1 At the Config promptConfig> ), enterprotocol shmp.
2 Press Return. ThRENMP Config> prompt is displayed.
3 Enterlist community option, whereoptionis one of the command

options specified in Table 12-3.

4 Press Return. The information associated with the specified option is
displayed and thENMP Config> prompt is displayed.

Table 12-3: Community Command Options

Command Option Description

access Displays the access assigned to each
community.

address Displays the IP address and IP mask assigned
to each community.

traps Displays the trap types enabled for each
community.

view Displays the views assigned to each
community.
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Displaying All Parameters in a Report
To display all parameters assigned to communities, perform the following steps:

Note

You can display all parameters from both 8MP Config> prompt, as
described in this section, and from the Monitor prom{t To display the same

information from the Monitor process, access the Monitor prompt and|ester
all.

Step Action

1 At the Config promptConfig> ), enterprotocol shmp.

2 Press Return. ThRENMP Config> prompt is displayed.

3 Enterlist all.

4 Press Return. The report and 8l éMP Config> prompt is displayed.
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Example
SNMP Config> list all

SNMP is disabled
Trap UDP port: 162

Community Name Access
public Read, Trap
salem Trap Only
Community Name IP Address IP Mask
public All N/A
salem All N/A
Community Name Enabled Traps
public None
salem Cold Restart
Community Name View
public All
salem lancaster
View Name Sub-Tree
lancaster 1.3.6.14.1.2
1.36.1.4.1
1.3.6.1.4.1.3

Identifying the Location of the Module

You can specify the physical location of the VNswitch module if it is serving as an
SNMP node. For example, you may want to indicate that a module is located in
Building 2, third floor, room 2. The information you specify is available to SNMP-
based management agents as a MIB object. The information you can enter to identify
the location is limited to 80 characters.

To identify the location of the module for MIB-based management systems, perform
the following steps:

Step Action

1 At the Config> prompt, enteget location.

2 Press Return. The following message is displayed:
Location of this node [ ]?
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Step Action

3 Enter the location of the modulBuilding 2, for example.) The
location description you enter can be up to 80 characters long.
4 Press Return. The information you enter is set.
Example

Config> set location Building 2, 3rd floor

Identifying a Contact Person Responsible for the Switch

You can specify the name of a contact person who is responsible for the VNswitch
module, if it is serving as an SNMP node. For example, you may want to indicate that
Jane Doe is the switch administrator. You may also decide to provide a phone number
to contact the administrator. The contact information you specify is available to
SNMP-based management agents as a MIB object. The information you can enter to
identify the contact person is limited to 80 characters.

To identify the contact person for MIB-based management sysperform the
following steps:

Step Action

1 At the Config> prompt, enteset contact-persor.

2 Press Return. The following message is displayed:
Contact person for this node []?

3 Enter the information needed to identify the person responsible for the
module Jane Doe, ext. 55E, for example. The contact description you
enter can be up to 80 characters long.

4 Press Return. The information you enter is set.

Example
Config> set contact-person Jane Doe, ext. 5555
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Displaying Contact Person and Location Information

You can display the name of a contact person who is responsible for the VNswitch
module and the location of the module for a module serving as an SNMP node. You
may want to do so, for example, to verify that the information is correct.

To display contact person and location information for MIB-based management
systems, perform the following steps:

Step Action

1 At the Config> prompt, entefist configuration.

2 Press Return. A report is displayed, including information about the

contact person for, and location of, the module.
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Configuring TCP/IP Host Services

VNswitch modules can serve as IP end nodes in a network. As an IP end node, a
module supports several IP protocols including, for example, Telnet, SNMP, TFTP,
and Ping. These protocol functions are available through TCP/IP Host Services. Telnet
and SNMP provide two vehicles for remotely managing modules. TFTP is used to
backup and restore switch configurations. Ping is used to diagnose network problems.
Refer to Chapter 10 for information about backing up and restoring switch
configurations.

When the VNswitch module is to serve as an IP end node, you must perform the
following tasks before any of these IP protocols (Telnet, SNMP, and so on) can be
used:

Task Description

Configure the module’s in-band IP address and subnet mask.
Select the VSD on which you want a VNswitch IP end node to reside.

Configure a default gateway.

1
2
3
4 Enable or disable router discovery and RIP listening.
5 Enable or disable TCP/IP Host Services.

6

Restart the module
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Configuring the Module’s In-Band IP Address and Subnet Mask

You can set, change, or delete the in-band IP address of the module from either the
DEChub ONE docking station or DEChub 900 MultiSwitch installation menu, or by
using the VNswitch module CLI.

Refer to the appropriate module installation and configuration manual for information
about how to set the in-band address using the installation menu.

Caution

You should assign the VNswitch module’s IP host address and associate the host
address with a particular VSD one after the other. The VNswitch module must
then be restarted for the changes to take effect. If you change the IP address or the
address-to-VSD association without also changing the other and then restart the
module, you may lose inband connectivity to the module. This may occur because
the IP host address and the VSD’s subnet do not match. If you encounter this
problem, you may be able to correct the mismatch only by using a local console
(inband management), or by resetting the module to factory defaults.

To set the IP address and subnet mask of the module using the CLI, perform the
following steps:

Step Action

1 At the Config promptQonfig> ), enterprotocol hst.

2 Press Return. ThECP/IP-Host config> prompt is displayed.

3 Enterset ip-host addressand press Return. The following message is
displayed:

IP-Host address [16.20.48.48]?

4 Enter the IP address of the module and press Return. The following
message is displayed:

Address mask [255.0.0.0]?

5 Enter the address subnet mask and press Return. The default subnet
mask is255.0.0.0 if the address is a Class A IP address,
255.255.00 if the address is a Class B address, and
255.255.255.0 if the address is a Class C address. The IP address
and address mask are set, andit@®/IP-Host config> prompt
is displayed.
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Assigning a VNswitch IP End Node to a VSD

Assume, for example, each of three VSDs represents a different IP subnet. You must
select the VSD on which the IP end node is to reside. If you select VSD 1, then you
must assign an IP address and subnet mask to the IP end node that is valid for VSD 1's
subnet. IP nodes directly attached to VSD 1's subnet can initiate an ARP request for,
and connect to, the module directly. IP nodes connected to other subnets (VSD 2, for
example) must connect to the module through a router.

You do not need to assign an IP address to the VNswitch module or assign the address
to a VSD if you do not want to use any of the IP end node protocols’ features (remote
management, network backup and restoration, and so on).

Restrictions

Assigning an IP host to a VSD affects only in-band management (IP packets received
over Ethernet, Fast Ethernet, FDDI, or ATM network interfaces). IP packets received
through the OBM port of a DEChub 900 MultiSwitch or a DEChub ONE docking
station are not affected. Packets received through an OBM port are not subject to VSD
or bridge filtering.

Selecting the VSD on Which the Host Resides

To associate an IP host address with a specific VSD, perform the following steps:

Caution

You should assign the VNswitch module’s IP host address and associate the host
address with a particular VSD one after the other. The VNswitch module must
then be restarted for the changes to take effect. If you change the IP address or the
address-to-VSD association without also changing the other and then restart the
module, you may lose inband connectivity to the module. This may occur because
the IP host address and the VSD’s subnet do not match. If you encounter this
problem, you may be able to correct the mismatch only by using a local console
(inband management), or by resetting the module to factory defaults.

Step Action

1 At the Config prompt@onfig> ), enterprotocol hst.
2 Press Return. ThECP/IP-Host config> prompt is displayed.
3 Enterset va.
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Step

Action

Press Return. The following message is displayed:
VSD Number or Name (1): []?

Enter the number or name of the VSD to which you want to assign the
module’s IP address. The factory default is 1. Refer to Chapter 9 for
information about creating VSDs.

Press Return. The module’s IP address is associated with the specified
VSD.

Verify that the IP address assigned to the IP host matches the subnet of
the VSD. If it does not match, you should change the IP host address
before completing the next step.

Configuring a Default Gateway

A default network gateway may be required if routers are included in your network.
The default network gateway is used when trying to send packets to IP destinations that
are not on the same subnet as the VNswitch module. All packets on this router whose
destination address is not found in the routing table, are routed to this destination.

The default gateway setting is not required if Router Discovery is enabled. It is also
not typically needed if RIP listening is enabled. For example, if your system receives
RIP messages containing a default route, then you do not need to configure a default

gateway.

To set or change default gateways for the module using the CLI, perform the following

steps:

Step

Action

1
2
3

At the Config promptQonfig> ), enterprotocol hst.
Press Return. ThECP/IP-Host config> prompt is displayed.

Enteradd default-gateway and press Return. The following message is
displayed:

Default-Gateway address [0.0.0.0]?
Enter the IP address of the router to be used as the default gateway, and

press Return. The address of the default gateway is added ar@Rhe
IP-Host config> prompt is displayed.
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Enabling and Disabling Router Discovery and RIP Listening

You may want to enable Router Discovery or RIP Listening if routers are included in
your network. Router Discovery is the ability of the VNswitch module to learn of
default routers by receiving ICMP Router Discovery messages. RIP Listening is the
process of building routing table entries listening to the RIP protocol. Although you
can enable both Router Discovery and RIP Listening at the same time, typically only
one or the other is needed.

To enable or disable Router Discovery or RIP Listening using the CLI, perform the
following steps:

Step Action

1 At the Config prompt@onfig> ), enterprotocol hst.
2 Press Return. ThECP/IP-Host config> prompt is displayed.
3 If you want to enable or disable Router Discovery, enter eghedrle

or disable followed byrouter-discovery. The default is enabled.
If you want to enable or disable RIP Listening, enter egnable or
disable followed byri p-listening. The default is disabled.

4 Press Return. The process is enabled or disabled as specified, and the
TCP/IP-Host config> prompt is displayed.

Enabling and Disabling Host Services

TCP/IP Host Services must be enabled to establish in-band remote console sessions.
You should disable host services only if you want to limit access to the module via a
local session through the setup port.

To enable or disable TCP/IP Host Services using the CLI, perform the following steps:

Step Action

1 At the Config prompt@onfig> ), enterprotocol hst.
2 Press Return. ThECP/IP-Host config> prompt is displayed.
3 If you want to enable Host Services, ergsable srvices

If you want to disable Host Services, erdesable_grvices
The default is enabled.

4 Press Return. TCP/IP Host Services is enabled, affdDRAP-Host
config> prompt is displayed.
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Restarting the Module

You must restart the module for any of the new or modified TCP/IP Host Services
settings to take effect. Refer to Chapter 10 for information about how to restart the
module.

Configuring Remote Management 12-25



Displaying TCP/IP Host Services Settings

Displaying TCP/IP Host Services Settings

You can display all TCP/IP Host Services configuration settings. To display the
information, perform the following steps:

Step Action

1 At the Config prompt@onfig> ), enterprotocol hst.
2 Press Return. ThECP/IP-Host config> prompt is displayed.
3 Enterlist all, and press Return. The settings are displayed afdhé

IP-Host config> prompt is displayed.

Example
TCP/IP-Host config> list all

IP-Host IP address : 16.20.48.48

Address Mask :255.0.0.0

Default Gateway IP-address(es)

1.2.34

TCP/IP-Host Services Enabled.

TCP/IP-Host Services offered on VSD 1, DEFAULT.
RIP-LISTENING Disabled.

Router Discovery Enabled
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Monitoring and Managing TCP/IP Host Services

This section describes how to use TCP/IP Host Services to monitor and manage
network connections. You can perform the following tasks using TCP/IP Host
Services:

Display routing tables

Displaying the bridge’s interface addresses
Testing a network connection using ffiag command
Display a list of routers

Display a path to a destination device

Display the VSD on which TCP/IP host services is available

Displaying the Routing Table

You can display the routing table generated through Router Discovery and RIP
Listening. Refer to the Enabling and Disabling Router Discovery and RIP Listening
section for information about configuring these functions.

To display the routing table, perform the following steps:

Step Action

1 At the Monitor prompt{), enterprotocol hst.

2 Press Return. THECP/IP Host> prompt is displayed.

3 Enterdump.

4 Press Return.

5 The routing table and thECP/IP Host> prompt are displayed.
Example

TCP/IP Host> dump

Type Destnet Mask Cost Age Nexthop(s)
Dir* 11.7.0.0 FFFFO000 1 0 BDG/O
Routing table size: 768 nets (61440 bytes), 1 nets known
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Displaying the Bridge’s Interface Addresses

You can display the transparent bridge’s interface number and IP address mask. To
display the bridge’s interface addresses, perform the following steps:

Step Action

1 At the Monitor prompt+{), enterprotocol hst.

2 Press Return. THECP/IP Host> prompt is displayed.

3 Enterinterface addresses

4 Press Return.

5 The bridge’s interface addresses andit@®/IP Host> prompt are

displayed.

Example
TCP/IP Host> interface addresses

interface addresses
Interface IP Address(es) Mask(s)
BDG/0 11.7.7.10 255.255.0.0

Testing a Network Connection Using the Ping Command

You can use thping command to help isolate problems in an internetwork
environment. When initiateiping causes the bridge to selCMP Echo Requests
once per second to a specified destination, and to detect a response.

This process is done continuously, incrementing the ICMP sequence number with each
additional packet. Matching received ICMP Echo responses are reported with their
sequence number and the round trip time. The granularity (time resolution) of the
round trip time calculation is (depending on the platform) usually about 20
milliseconds.

Note

The number of data bytes in the ICMP message, excluding the ICMP header, is 56
bytes, and the TTL used is 60 hops.
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To ping a device, perform the following steps:

Step Action

1 At the Monitor prompt+), entergrotocol hst.

2 Press Return. TFTCP/IP Host>  prompt is displayed.

3 Enterping ip-addres, whereip-addres is the address of the device for
which you want to perform a test.

4 Press Return. The test is initiated.

5 Press any key. The process is completed. The results of the response and

the TCP/IP Host> prompt are displayed.

Example
TCP/IP Host> ping 16.20.48.79

PING 16.20.48.79: 56 data bytes

----16.20.48.79 PING Statistics----

3 packets transmitted, 0 packets received, 100% packet
loss

Displaying a List of Routers

You can display a list of currently known routers that were learned through one of the
following operations:

«  Static configurationRefer to the Configuring a Default Gateway sec.)ion
. Received ICMP redirects

. ICMP Router Discovery messages, if configurRefer to the Enabling and
Disabling Router Discovery and RIP Listening sec.)ion

* RIP updates, if configureRefer to the Enabling and Disabling Router Discovery
and RIP Listening secti.)n

To display a list of currently known routers, perform the following steps:

Step Action

1 At the Monitor prompt+), enterprotocol hst.
2 Press Return. TFTCP/IP Host>  prompt is displayed.
3 Enterrouters.
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Step Action

4 Press Return.
5 The list of routers and ttTCP/IP Host>  prompt are displayed.
Example

TCP/IP Host> routers

routers
Type Router Priority Lifetime Accessed

Displaying the Path to a Destination Device

You can display the complete path (hop by hop) from the VNs moduleto a

particular destination device. This is an implementation similar to UNIX’s traceroute.

For each successive hop, the process sends out three probes and prints the IP address
of the responder, together with the round trip time associated with the response. If a
particular probe does not receive a response, an asterisk is printed. Each line in the
display relates to this set of three probes, with the left-most number indicating the
distance from the router executing the command (in router hops).

To display the path to a destination, perform the following steps:

Step Action

1 At the Monitor prompt+), enterprotocol hst.
2 Press Return. TFTCP/IP Host>  prompt is displayed.
3 Entertrace addres, where address is the IP address of the device to

which you want to display the path.
4 Press Return.

5 The trace is initiate(The trace is completed when the destination is
reached, an ICMP Destination Unreachable is received, or the path
length reaches 32 router hops. "TCP/IP Host>  prompt is
redisplayed when the trace is competed.
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Interpreting Unexpected Results

When the probe receives an unexpected result, the following indications can be
printed:

¢ IN — Indicates an ICMP Destination Unreachable (network unreachable) was
received.

* IH — Indicates an ICMP Destination Unreachable (host unreachable) was
received.

e IP — Indicates an ICMP Destination Unreachable (protocol unreachable) was
received.

Since the probe is a UDP packet sent to a strange port, a port unreachable is expected.
The exclamation point (!) indicates that the destination was reached, but the reply sent
by the destination was received with a TTL of 1. This result typically indicates an error

in the destination, prevalent in some versions of UNIX. The destination is inserting the
probe’s TTL in its replies. This results in a number of lines consisting of a number of
asterisks before the destination is finally reached.

Displaying the VSD on Which TCP/IP Host Services Is Available

You can display the number and name of the VSD on which Host Services is available.
This is the VSD to which you assigned the VNsw module's IP Host address. The
default is the default VSD number Refer to the Assigning a VNswitch IP End Node

to a VSD sectio for information about assigning the module’s IP Host address to a
VSD.)

To display the number and name of the VSD on which Host Services is available,
perform the following steps:

Step Action

1 At the Monitor prompt+), entergrotocol hst.

2 Press Return. TFTCP/IP Host>  prompt is displayed.

3 Entervsd.

4 Press Return.

5 Thenumber and name of the V:and theTCP/IP Host> prompt are

displayed.
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Example
TCP/IP Host> vsd

TCP/IP-Host Services offered on VSD 1, DEFAULT.
VNSwitch not in Hub--VSDs are effectively local!
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Connecting to Other Devices Using Telnet

You can connect to any remote system from a VNswitch module’s local or remote
session by using Telnet. To do so, perform the following steps:

Step

Action

1
2

Access the Main prompt §.

Entertelnet ip-address terminal-typewvhereip-addresss the IP

address of the device you want to access texmdinal-typeis an

optional parameter you can enter to identify the type of terminal you are
using. Theerminal-typecan be up to 80 characters long, and helps
define the characteristics of the Telnet session for the remote device.

Press Return. The VNswitch module attempts to establish a session with
the remote device.
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Appendix A

Advanced Console Management

Overview

Introduction

This appendix discusses local and remote console session management tasks that may
be of interest to advanced VNswitch module users.

In This Appendix
The following topics are covered in this appendix:

Topic Page
Process Aliases and IDs A-2
Viewing Process Status and PIDs A-3
Viewing Output from Multiple Processes A-5
Canceling Display of Output to a Console Session A-6
Terminating Process Output A-7
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Process Aliases and IDs

The VNswitch prompts are each associated with an operational process, each of which
is assigned a process ID (PID). The Config and Monitor prompts and Events are each
associated with a single PID. The VNswitch Main promiptig associated with three
processes, each of which is associated with a PID. The processes associated with
VNswitch prompts, and their PIDs, are shown in the following table:

VNswitch Prompts Process Names PIDs
Main LOpCon 1
MOpCon and
ROpCon 9 and 10
Config Config 6
Monitor Monitor 5
Events Events 2

LOpCon, MOpCon, and ROpCon are the main operator control processes that manage
communication between consoles and lower level processes. LOpCon is the process
that supports a (single) locally connected console session through the setup port on a
DEChub ONE docking station. MOpCon is the process that supports a (single) locally
connected console session through the setup port on a DEChub 900 MultiSwitch.
ROpCon is the process that supports up to two remote console sessions. The functions
supported by LOpCon, MOpCon, and ROpCon are the same.
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Viewing Process Status and PIDs

You can view information about any process including the name of the process, the
process ID (PID), the status of the process, the console to which output is currently
routed, and the IP address of any user logged in remotely via ROpCon.

To view process status information and PIDs, perform the following steps:

Step Action

1 At the Main process prompt), enterstatus.

2 Press Return. A list of processes is displayed, as shown in the
following example.

Example
* status

Pid Name Status TTY Comments

1 LOpCon RDY TTYO

2 Events DET -- Event Logger

3 Tasker RDY -- Tasker

4 Debugger I10W --

5 Monitor DET -- To Monitor Brouter
6 Config DET -- To Configure Brouter
7 SNMP IDL --

8 DEChub IDL --

9 ROpCon IDL TTY1

10 ROpCon IDL TTY2

Refer to the Process List Output section for a description of each item in the process
list.

Process List Output
The process list includes the following information.

Output Description
Pid Process ID (PID).
Process Name of the process. Tasker, MOSDDT,

SNMP, and DEChub are processes reserved
for use by Digital Services.
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Output Description

Status Status of the process. Refer to the status
descriptions in the following table for a list of
process status conditions and descriptions.

TTY Output terminal, if any, to which the process
is currently connecte TTYO indicates a
local console. TTY1 or TTY2 indicate Telnet
consoles. “Sink” indicates that a process was
flushed Two dashes (- -) indicate that a
process was halted.

Comments The user’s login IP address provided when a
user is logged in using Telnet (ROpCon).

The following table lists the process status conditions that can be displayed in the
Status column, and a description of each.

Status Description

IDL The process is idle and waiting for
completion of an external event, such as
asynchronous I/0O.

RDY The process is ready to run and is waiting to
use the CPU.

IowW The process is waiting for synchronous I/O to
complete.

DET The process has output ready to be displayed

and is either waiting to be attached to a
display console, or waiting to have its output
diverted to a specified console.

FZN The process is “frozen” due to an error. This
usually means the process is trying to use a
device that is faulty or incorrectly configured.
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Viewing Output from Multiple Processes

You can display the output from several processes simultaneously, at any terminal, by
diverting output to the terminal. This capability is most commonly used to redirect
event log output messages to a specific terminal while running another process at the
same time.

To divert (display) process output to a particular console, perform the following steps:

Step Action

1 Determine the PID of the process you want to divert, and the number
of the console (tty#) to which you want to divert the output. (Refer to
the Viewing Process Status and PIDs section.)

2 At the Main process prompt), enterdivert, followed by the process
ID and the console number. For example, entatingrt 2 1 redirects
Event Logging System messages generated by the Events process (PID
2) to a remote console (ttyl). (Refer to Chapter 11 for information
about the Event Logging System.)

3 Press Return. The output from the specified process is diverted to the
console indicated.
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Canceling Display of Output to a Console Session

You can cancel the display of output from a specific process to your console session.
Doing so cancels only the display of output to your session. Other users accessing the
same process can still view output from the process. You must usentiigg

monitor, events ordivert command to reaccess the process and redisplay output.

(Refer to the Viewing Output from Multiple Processes section for information about
using thedivert command.)

To cancel (flush) process output to a particular console, perform the following steps:

Step Action

1 Determine the PID of the process you want to stop displaying. (Refer
to the Viewing Process Status and PIDs section.)

2 At the Main prompt¥), enterflush, followed by the process ID. For
example, enterinfush 2 cancels the display of Event Logging
System messages generated by the Events process (PID 2).

3 Press Return. The output from the specified process is no longer
displayed on your console.

A-6 Advanced Console Management



Terminating Process Output

Terminating Process Output

You can terminate all output from a specific process to all console sessions. Doing so
cancels not only the display of output to your console session, but also to console
sessions of other users. You must usectitdig, monitor, events divert, orflush
commands to reaccess the process and redisplay output. (Refer to the Viewing Output
from Multiple Processes section for information about usingliyeert command.

Refer to the Canceling Display of Output to a Console Session section for information
about using thélush command.)

To terminate process output to all console sessions, perform the following steps:

Step Action

1 Determine the PID of the process you want to stop displaying. (Refer
to the Viewing Process Status and PIDs section.)

2 At the Main process prompt ), enterhalt, followed by the process
ID. For example, enterinigalt 2 terminates the display of Event
Logging System messages generated by the Events process (PID 2).

3 Press Return. The output from the specified process is terminated.
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Plug and Play Default Settings

Overview

Introduction

The VNswitch family of modules features plug and play operation. Once installed, the
module begins handling network traffic running transparent bridging on each port, by
default. This appendix lists the default settings that are used when the switch is first

installed. You may need to alter the default settings to maximize network performance,
to enable special functions such as Virtual Local Area Networks (VLANS), and to set

IP addresses for remote management.

In This Appendix
The following topics are covered in this appendix:

Topic Page
Switchwide Default Settings B-3
Nonspecific Interface Default Settings B-4
Ethernet Interface Default Settings B-5
Fast Ethernet Interface Default Settings B-6
FDDI Interface Default Settings B-7
ATM Interface Default Settings B-8
VNbus Default Settings B-10
Bridge Default Settings B-11
Maintenance Default Settings B-13
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Topic Page

ELS Configuration Default Settings B-14

Remote Management Default Settings B-16
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Switchwide Default Settings

Switchwide Default Settings

Table B-1 lists the default settings for parameters that affect switch-wide operations.

Table B-1: Switchwide Defaults

Setting

Default

Enabling and disabling ID and
password prompts

Inactivity timer

Hostname
Time zone offset

Time host synchronization
frequency

Disabled

0 (zero) — Turns off the inactivity timer, so
that an established session remains active no
matter how long a console is inactive. The
inactivity timer affects only those consoles
linked to modules on which ID and password
prompting is enabled.

No host name
0 (zero) — Indicates no offset from GMT

0 (zero) — Indicates the switch is not to poll
the time host to synchronize clocks
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Nonspecific Interface Default Settings

Table B-2 lists the default settings common to all interface types (Ethernet, Fast
Ethernet, FDDI, and ATM).

Table B-2: Nonspecific Interface Defaults

Setting Default
Enabling and disabling an Enabled
interface

ARP Refresh Timer 5 minutes
ARP Auto-Refresh Disabled
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Ethernet Interface Default Settings

Table B-3 lists the default settings for all Ethernet interface configurations.

Table B-3: Ethernet Defaults

Setting Default
Full duplex or half duplex Half (half duplex mode)
mode

Redirecting interface 11 to an  Front
AUl port

Plug and Play Default Settings B-5



Fast Ethernet Interface Default Settings

Fast Ethernet Interface Default Settings

Table B-4 lists the default settings for all Fast Ethernet interface configurations.

Table B-4: Fast Ethernet Defaults

Setting Default

Auto-negotiation (enabled or Enabled (supported only on 100BaseTX

disabled) MMI PHY cards)

Setting advertised connection  100BaseTX/full duplex mode enabled

capabilities 100BaseTX/half duplex mode enabled
10BaseT/full duplex mode enabled
10BaseT/half duplex mode enabled

Full duplex or half duplex Half (half duplex mode)
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FDDI Interface Default Settings

Table B-5 lists the default settings for all FDDI interface configurations.

Table B-5: FDDI Defaults

Setting

Default

Station type (DAS or SAC)
Link Error Rate Cutoff
Link Error Rate Alarm

Status Report Policy (SMT
notification)

Maximum Token Rotation
Time (t-max-lower-bound)

Requested Token Rotation
Time (t-req)

Valid Transmission Time (tvx-
timer)

Ring purger

Full duplex (or half duplex
mode)

DAS

8 (0.00000001 bits per second)

8 (0.00000001 bits per second)
On

167 milliseconds

Note: The software rounds the specified
value to the nearest multiple of 5.24288
milliseconds. For example, the default value
of 167 milliseconds is interpreted by the
software as 167.77216 milliseconds.

8 milliseconds

Note: The software rounds the specified
value to the nearest multiple of 20.48
microseconds. For example, the default value
of 8 milliseconds is interpreted by the
software as 7.9872 milliseconds.

2.5 milliseconds

Note: The software rounds the specified
value to the nearest multiple of 20.48
microseconds. For example, the default value
of 2.5 milliseconds is interpreted by the
software as 2.51904 milliseconds.

Off
On (Full duplex mode)
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ATM Interface Default Settings

The following tables list the default settings for all ATM interface configurations.
Table B-6 shows the type of ATM logical interfaces (ELAN or Bridge Tunnel) that are
automatically established after installation, and the conditions under which they are
active. Table B-7 lists the ATM physical interface default settings. Table B-8 lists the
default parameter settings for each type of default connection shown in Table B-6.

Table B-6: Interface Defaults at Startup

Type of Connection Conditions Under Which Connection
Established/Logical Is Established

Interface

ELAN/13 The VNswitch module ATM interface is

connected to a Digital GIGAswitch/ATM.

FDDI ATM Bridge Tunnel/27 The VNswitch module ATM interface is
connected to a Digital GIGAswitch/FDDI
AGL2.

Ethernet ATM Bridge Tunnel/  The VNswitch module ATM interface is
28 connected to the ATM interface of another
VNswitch 900EA module.

Table B-7: Physical Interface Default Parameters

Setting Default
Transmission type SONET
Transmission timing local (front panel interface)

loop (interface to the DEChub backplane)

Payload scrambling On (enable)
Testing the ModPHY card Off
(loopback)
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Table B-8: Logical Interface Default Parameters

Setting

Default

ELAN Name

Identifying the LES address
Expected ARP Response Time

LE_ARP Request Retries

Aging Time (for LE_ARP
cache entries)

Forward Delay Time (for
LE_ARP cache entries)

Maximum Frame Size

Maximum Unknown Frame
Count

Maximum Unknown Frame
Time

Control Timeout
VCC Timeout
Flush Timeout

Path Switching Delay

No name
Automatic (mode)
1 second
1

300 seconds

15 seconds

1516 octets

1 frame

1 second

120 seconds
20 minutes
4 seconds

6 seconds
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VNbus Default Settings

Table B-9 lists the default settings for the VNbus interface.
Table B-9: VNbus Defaults

Setting Default
Interface status (enabled or Enabled
disabled)
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Bridge Default Settings

Table B-10 lists the default settings for all bridge configurations.

Table B-10: Bridge Defaults

Setting Default

Rate Limiting (per filter basis) No (disabled)

Switch-wide Rate Limiting Disabled
Switch-wide Rate Limiting 400
frames/second

Bridge Priority

Port Path Cost

Port Priority
Bridge-Max-Age
Bridge-Hello-Time
Bridge-Forward-Delay
Bridge port STP state
Manual Mode

Bridge port state

IP fragmentation

IPX translation

No Frame Interval

Aging Time

32768

0 (Causes STP to calculate the Path Cost)
128
20
2

15

Enabled

No (disabled)

Enabled

Enabled (not configurable)
Disabled

300 seconds

300 seconds
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Setting

Default

VSDs

All bridge ports on a VNswitch module are
members of a default VSD. The default VSD
is numbered VSD 1 and is assigned the name
“Default.” The VNbus tag number for the
default VSD is 65. The number, name, and
VNbus tag cannot be changed.

When more than one VNswitch module is
resident in a DEChub 900 MultiSwitch, all
ports on all VNswitch modules are, by
default, members of the same (default) VSD.
Ports that are members of the default VSD
operate as a traditional bridge without
VLANS, except that the bridge spans the
VNbus.
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Maintenance Default Settings

Table B-11 lists the default settings for maintenance procedures.

Table B-11: Maintenance Defaults

Setting Default
Diagnostics downloads Disabled
(dumps)
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ELS Configuration Default Settings

Table B-12 lists Event Logging System default configurations for nonvolatile memory
(NVRAM). Table B-13 lists Event Logging System default configurations for volatile
memory.

Table B-12: ELS NVRAM Configuration Defaults

Setting Default

Display by subsystem No subsystems

Trap by subsystem No subsystems

Display by subsystem and No subsystems or logging levels
logging level

Trap by subsystem and logging No subsystems or logging levels

level

Display by event number No events

Trap by event number No events

Display by group No groups

Trap by group No groups

Maximum traps per second 0 (Indicates an unlimited number of traps per

second is permitted.)

Set output (displaying events  Default (Events can be viewed by entering
directly fromthe log, notfroma Eventsat the Main prompt.)
CLI prompt)

Table B-13: ELS Volatile Memory Configuration Defaults

Setting Default

Display by subsystem No subsystems

Trap by subsystem No subsystems

Display by subsystem and No subsystems or logging levels
logging level

Trap by subsystem and logging No subsystems or logging levels
level
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Setting Default

Display by event number No events
Trap by event number No events
Display by group No groups
Trap by group No groups

Maximum traps per second

Equal to the current setting for maximum
traps per second applied to NVRAM
configuration
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Remote Management Default Settings

Table B-14 lists the default settings for remote management.

Table B-14: Remote Management Configuration Defaults

Setting Default

Enabling and disabling access Disabled

via modem

OBM port speed 9600 baud

OBM RTS state (Enabled or Disabled

Disabled)

Router Discovery Enabled

RIP Listening Disabled

(Host) Services Enabled

Address subnet mask (for Host 255.0.0.0 , if the address is a Class A IP

Services) address
255.255.00 , if the address is a Class B IP
address
255.255.255.0 , if the address is a Class
C IP address

SNMP Enabled

One SNMP community Public

Access to SNMP public
community

Write-read-trap
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A

A/M PHY ports 5-20
Accessing
Boot config prompt 10-2
bridge configuration prompt 7-2
bridge monitor prompt 8-2
Config prompt 2-7
Main prompt 2-7
Monitor prompt 2-7
network interface prompts 5-8
VSD configuration prompt 9-5
Adding
a community 12-6 to 12-7
a community address 12-7 to 12-8
MIB views 12-8 to 12-9
users 3-2 to 3-3
Address entries
permanent 7-5
static 8-17
See als@ddress types, defined
Address filtering
by destination address 7-5, 8-17
by source address 7-5, 8-17

Address resolution parameters, setting 5-51 to

5-52
Address Resolution Protocol

adding ARP cache entries manually 5-64 to

5-65

managing how long learned ARP cache
entries are retained 5-66 to 5-68

monitoring 6-37 to 6-39

See als®RP cache entries

Address types, defined 1-14
Address, determining

entry type 8-8

if a multicast address 8-8
last port on which seen 8-8
port on which learned 8-8
ports on which allowed 8-8
rate limiting state 8-8

Administrative users, defined 1-16
Advertised connections, setting for Fast Ethernet

interface 5-14 to 5-15

Aging parameters, monitoring 8-3
Alarm value, setting for FDDI logical interface

5-23

ARP cache entries

adding and changing 5-64 to 5-65

deleting 5-65 to 5-66, 6-37

displaying 6-37

enabling and disabling auto-refresh 5-67 to
5-68

managing how long learned entries are
retained 5-66 to 5-68

setting the refresh timer 5-66 to 5-67

ARP. SeeAddress Resolution Protocol

changing ARP cache entries manually 5_64Assigning

to 5-65
configuring 5-64 to 5-69
defined 5-64

deleting learned ARP cache entries 5-65
deleting manually entered ARP cache entries

5-65 to 5-66

displaying current configuration settings

5-68 to 5-69

displaying operational statistics 6-37
listing protocols with registered addresses

6-37
listing registered interfaces 6-37

hostname 4-6
VNswitch IP end node to a VSD 9-21 to 9-22

ATM bridge tunnel

configuring 5-41 to 5-44
defined 5-41
types of 5-41

ATM logical interfaces

configuring 5-38 to 5-63

configuring a LAN emulation client 5-46 to
5-63

configuring an ATM bridge tunnel 5-41 to
5-44

connecting to front panel or backplane

Index-1



interface5-33 Boot config prompt

displaying type and sta5-41 accessin(10-2
enabling and disablin5-3¢ to 5-41 exiting 10-2
factory defaultB-9 Boot file, definec10-16
types established at start5-3€ to 5-39 BootP server and clie10-1€ to 10-17
ATM ModPHY card BPDUs.SeeHello messages
testing5-36 Bridge configuration parameters
when not to initiate loopback te5-36 displaying7-3€to 7-41
ATM physical interface factory defaultB-11to B-12
displaying configuration parameters and setting7-3to 7-35
counterss-37to 6-22 Bridge configuration prompt
enabling and disabling payload scrambling accessin(7-2
5-35 exiting 7-2
factory defaultB-8 Bridge failure, detectin7-24to 7-25
interval definec6-22 Bridge monitor prompt
monitoring6-1€ to 6-22 accessin@-2
setting transmission timins-34 exiting 8-2
setting transmission tyf5-3¢ to 5-34 Bridge operational states, monitori8-3
testing ModPHY carb-36 Bridge port
Attachment Unit Interface port activity counters8-4 to 8-5
configuring for remote managemel2-5 defined1-4to 1-6
redirecting Ethernet interface 5-10 displaying the name of the interface
AUI port. Sec Attachment Unit Interface port associated with 8-6
Automatic image recovery, configurirl0-1€ to displaying the number of the interface
10-17 associated with 8-6
Auto-negotiation displaying the state of8-6
Ethernet interface5-9 enabling and disablin7-30
Fast Ethernet interfaces, enabling and profile, monitoring8-3
disabling or5-1z to 5-13 Bridge port numbering versus interface
restartings-14 numberingl-11
when initiatec5-14 Bridge priority, settin¢7-22
Auto-prompts Bridging Ethernet and FDDI network7-31 to
defined1-13 7-35
example2-11
how to use2-11to 2-12 C
Canceling
B backup10-21
B/S PHY ports5-20 output to a console sessiA-6
Backing up restoratior10-21
configuration databas10-1¢€to 10-21 software installation procedul0-15
executable softwarl0-1€to 10-17 Changing IDs and passwor3-5 to 3-7
Backplane, redirecting Ethernet interface5-10  Clearing interface counte6-34
Backup CLI
exiting and cancelin10-21 command shortcu2-10
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defined1-11
editing entrie2-8
entering commanc2-10
Clock time, settind-1C to 4-14
Command line interfacSeeCLI
Command shortcui2-10
Commands, enterin2-10
Community
adding and deletin12-€to 12-7
adding and deleting an address 12-7 to
12-8
assigning view:12-10
default12-6
setting acces12-11
Concepts and terminolo¢1-3
Configuration Bridge Protocol Data UnitSee
Hello messages
Configuring
Address Resolution Protocol (ARI5-64 to
5-69
automatic image recovel0-1€to 10-17
dump files10-2¢ to 10-35
Event Logging Systerl1-€ to 11-40
installation file location:10-€ to 10-10
spanning tree protoc7-21to 7-27
transparent bridg7-1to 7-41
VLANS 9-1t09-22
VNbus to support VLAN9-1€ to 9-20
Configuring a LAN emulation client
aging the LE_ARP cacl5-55to 5-54
assigning an ELAN nan5-47
displaying current ATM configuration
parameter5-6C to 5-63
identifying the LES addres-4€ to 5-51
setting address resolution parame5-51to
5-52
setting control frame timeo/5-56
setting data VCC timeol5-5€ to 5-57
setting flush timeou5-5€ to 5-59
setting LE_ARP request retri5-5z to 5-53
setting maximum frame si:5-57 to 5-58
setting maximum unknown frame col5-54
to 5-56
setting path switching delé5-5¢ to 5-60
Configuring filters

MAC address as a static en8-17to 8-20
permanent addre7-5to 7-9
protocol7-1C to 7-20
Configuring interfaces
ATM bridge tunnel5-41to 5-44
ATM interfaces5-3Z to 5-63
ATM logical interfacess-3€ to 5-63
ATM physical interfaces-3z to 5-37
Ethernet logical interface5-9to 5-11
Fast Ethernet logical interfacs-1Z to 5-18
FDDI logical interface5-1€ to 5-31
Configuring remote managemel2-1to 12-33
in-band IP address and subnet m12-21
MIB-based12-€ to 12-19
Out of Band Management IP addril12-3
Out of Band Management p12-Zto12-5
Out of Band Management port spel2-Z to
12-4
Out of Band Management RTS st12-4
remote console sessiol2-zto012-5
Serial Line Interface Protoc12-5
Simple Network Management Proto12-6
to 12-19
TCP/IP Host Servicel2-2(to 12-25
Connecting the switch conscl-17
Connecting to other devices using Tell2-33
Console sessions
advanced management proceduA-1 to
A-7
canceling display of output ‘A-6
setting inactivity time4-5
starting and terminatin2-2 to 2-6
terminating process outpA-7
See alsLocal sessioland Remote session
Counters, clearing interfa6-34
Crash counts, monitorir4-17
Creating
filters, default protoca7-1€ to 7-19
filters, permanent addre7-6to 7-8
filters, protocol7-1C to 7-14
filters, static MAC addres8-1€ to 8-20
LAN segment on VNbu9-19
VSDs9-6t09-11
Cutoff value for FDDI logical interfac5-24
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D Disabled bridge ports and STP pack7-30

DAS 5-19 Disablti)n_gd a0
DEChub 900 MultiSwitch, support for VNswitch a bridge por/- .
modules]-2 ATM physical interface payload scrambling
DEChub ONE docking station q 13:3(5 10-31
redirecting Ethernet interface to AUI port dumps10-3( to 10-
5.10 interfaces5-4 to 5-6

IPX translatior7-35

support for VNswitch modulel-2
manual mod¢7-29

Default gateway, configuring using TCP/IP Host

Services12-23 multicast rate limitin¢7-7 to 7-8, 7-14, 8-20
Default protocol filters multiple dumps to the same locatil0-31to
creating and modifyin7-1€ to 7-19 1032
defined7-18 RIP listeningl2-24
deleting7-20 router discovenl2-24
Default settingB-1 to B-16 Simple 1[;1elt;vork Management Protocol

Deleting
a communityl2-€ to 12-7
a community addre<12-7 to 12-8
a single permanent address fil7-8 to 7-9
a single protocol filter by protocol ty[7-15
all permanent address filte7-9 . VNk_)us port9-20
all protocol filters for all frame type7-17 to Displaying .
7.18 ARP cache entrie6-37

all protocol filters of a particular frame type ARP configuration settings-6€ to 5-69
7-1€t07-17 ARP operational statisti6-37

ARP cache entrie6-37 qut configf_ settin_g:10-36 7-3€to7-41
crash log messag10-27 to 10-28 ridge configuration paramete7-3¢€ to 7-

default protocol filters7-20 bridge interface address12-28

installation file location:10-1Z to 10-15 crash Ic_)g mess_,ag110—2f t010-27
MIB views 12-€ to 12-10 dump file locations10-3% to 10-34

permanent address filte7-8 to 7-9 dump statu10-3z to 10-33

spanning tree protoc7-26

switchwide rate limitin¢7-4
TCP/IP Host Servicel2-24
trapsl2-1zt012-13

protocol filters7-14t0 7-18 event messages (the event Icl11-41 to
restart diagnostic messa¢10-27 to 10-28 11'_43 . .

static MAC address filter8-20 general switch informatio4-7 to 4-9
users3-9 to 3-10 installation file location:10-1(C to 10-11
VSD;9—15 output from multiple processA-5

Destination address filterir7-5, 8-17 path to destination devid2-3( to 12-31
Destination device, displaying path 12-3( to process ILA-3 to A-4
12-31 process statLA-3 to A-4
restart diagnostic messa¢10-24t0 10-27
users3-4
VSD configuration paramete9-1€ to 9-18
VSD on which TCP/IP Host Services is
available12-31t0 12-32
Displaying default protocol filters

Digital
clearVISN MultiChassis Manager,
establishing LAN segment on
VNbus usinc9-19
online service10-17

Index-4



type applied to a bridge pc8-1Ct08-13
Displaying interface
configuration parameters,
interface5-6C to 5-63
configuration parameters,
interface5-37
configuration parameters, Etheri5-11
configuration parameters, Fast Ether5-17
to 5-18
configuration parameters, FDI5-3C to 5-31
counters, ATM physical interfac6-1< to
6-22
input and output queu®-2€ to 6-30
number and typ5-3, 6-2to 6-4
packet buffer dat6-24to 6-26
packet error statistic6-27 to 6-28
packet statistic6-31to 6-32
test results and MAC tyf6-33
type and state, ATM logical interfa5-41
Displaying protocol filters
types applied to a bridge p@8-1C to 8-13
Displaying remote management
list of known router:12-2€ to 12-30
OBM port setting<12-5
routing tablel2-27
SNMP configuration parameterl2-1< to
12-17
TCP/IP Host Services settin12-26

ATM

Displaying VSD parameters, warning messages

associated witl9-17t0 9-18
Dropped buffei6-30
Dual Attachment StatiorSeeDAS
Dump

displaying IP address and subnet mask userl'E

during10-36

displaying location and name of boot file

10-36
displaying whether enabled or disab10-36

displaying whether multiple dumps at a

single location is enable10-36
testing €10-32
Dump files
configuring and managinl10-2¢to 10-35
creatingl0-29
displaying location 010-3:to 10-34

logical

modifying location 0110-34 to 10-35
specifying file name and server location
10-2¢€t010-30
Dump status, displayinl0-3zto 10-33

ATM physical Dynamic address

defined1-14
length of time retaine7-37

E
Editing CLI entries2-8
ELAN name, assignin5-47
ELS. Set Event Logging System
Enabling
ATM physical interface payload scrambling
5-35
bridge pori7-30
dumps10-30
ID and password promptir3-8
interfaces5-4 to 5-7
IPX translatior7-35
manual mod¢7-28
multicast rate limitin¢7-7 to 7-8, 7-14, 8-20
multiple dumps to the same locatil0-31
RIP listeningl2-24
router discovenl2-24
Simple Network Management
12-12
SMT noatification5-25
spanning tree protoc7-27
switchwide rate limitin¢7-4
TCP/IP Host Servicel2-24
trapsl2-1zt012-13
VNbus port9-20
rror counts, monitoring interfa®-24to 6-32
Establishing LAN segment on VNbus
using clearVISN MultiChassis Mana¢9-19
using DEChub 900 Auto-LAN featu9-19
Ethernet logical interfaces
and auto-negotiatio5-9
configuring5-9to 5-11
displaying current configuration parameters
5-11
factory defaultB-5
monitoring6-5 to 6-8

Protocol
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redirecting to backplan5-10
redirecting to DEChub ONE AUI po5-10
setting full-duplex and half-duplex mo5-9
to 5-10
Event Logging System
defined11-1

displaying event messages (the event log)

11-41t011-43
factory defaultB-14 to B-15
logging levels and event typl11-Eto 11-6
preconfigured logging criteria (grougl1-7
printing event messagil1-44
selecting which events are loggill1-€ to
11-40
types of events loggell-2
Event message
elements 011-2to11-5
event numberll-5
message te)11-5
printing 11-44
subsystem11-Zto11-4
typesl1-2
Event number, definell-5
Event types, definell-Eto11-6
Exiting
backup or restoratiol0-21
prompts2-9

F

Factory defaults
ATM interfaces at startuB-8

VNbusB-10

Fast Ethernet logical interfaces

configuring5-12to 5-18

displaying configuration paramete5-17 to
5-18

factory defaultB-6

monitoring6-9 to 6-13

restarting auto-negotiatics-14

setting advertised connectio5-14to 5-15

setting full-duplex and half-duplex mode
manually5-1£ to 5-16

setting line spee5-1€ to 5-17

FDDI link error rate, format for specifyins-2¢,

5-24

FDDI logical interfaces

configuring5-1¢€ to 5-31

disconnecting nodes causing excessive link
errors5-24to0 5-25

displaying configuration paramete5-3C to
5-31

enabling and disabling SMT notificati5-25

factory defaultB-7

monitoring6-14to 6-18

purging of bad frame5-27 to 5-28

setting full-duplex and half-duplex mode
5-28

setting link error rate alari5-2% to 5-24

setting maximum token rotation tin5-26

setting requested token rotation ti5-26

setting the station tyg5-23

setting valid transmission tim5-27

ATM logical interface<B-9

ATM physical interfaceB-8
bridgeB-11toB-12

common to all interface typdB-4
Ethernet logical interfaceB-5
Event Logging SysterB-14 to B-15
Fast Ethernet logical interfacB-6
FDDI logical interfaceB-7
maintenance procedurB-13
remote managemeB-16
resetting FDD5-29

resetting t4-2to4-4
switchwideB-3

Index-6

FDDI station types supporté&-19

Flow control6-30

Flush timeout, settin5-5€ to 5-59

Forward delay, settin7-2& to 7-26

Full-duplex mode
setting Ethernet interface 5-8t0 5-10
setting Fast Ethernet interface5-1£ to 5-16
setting FDDI interface t5-28

G
Groups, defined1-7



F{

Half-duplex mode
setting Ethernet interface 5-8t05-10
setting Fast Ethernet interface5-1£ to 5-16
setting FDDI interface t5-28

Hello messages
adjusting frequency (7-24
defined7-23

Hello time, settin¢7-2£ to 7-26

Help2-13

Hexadecimal values for common protoc7-13

to 7-14
Hostname, assignir4-6
Hubs supportel-2

ICMP Echo Reques12-28
Image
configuring automatic recove10-17
defined10-16
location of source file10-16
Inactive sessions, setting maximum time4-5
In-band IP address, configuriil2-21
Input and output queues, displaying interf6-29
to 6-30
Installation file locations
configuring10-€to 10-10
deleting10-12 to 10-15
displaying10-1Cto10-11
modifying 10-12 to 10-15

Installation of VNswitch software, canceling

10-15
Installing VNswitch modulel-17

Integrity of SONET or SDH payload envelope

5-35
Intercept characte2-9
Interface  numbering
numberingl-11
Interfaces
availability at installatiors-1
bridge addresses, displayil2-28
counters, clearin6-34
defined1-4t01-11
name associated with a bridge 8-6

versus

bridge port

nonspecific factory defaulB-4
number associated with a bridge 8-6
prompts, accessir5-8
prompts, exitin¢5-8
registered with Address Resolution Protocol
6-37
testing6-3& to 6-36
Interval, defined for ATM interface activity
counters6-22
IP address
configuring OBM12-3
configuring the module’s in-bar12-21
IP end node, VNswitch module as12-20
IP protocols, supportel2-20
IPX translation
determining whether to enable or disable
7-32t07-33
disabling7-35
enabling7-35
rules7-32

L

LAN emulation clients, configurin5-4€ to 5-63
LDM port. Set Load/Dump/Management port
LE_ARP cache
aging the5-55 to 5-54
setting aging tim&-5% to 5-54
setting forward delay tim5-54
LE_ARP request retries, setting the number of
5-5Z1t05-53
LES address, identifyin5-4¢& to 5-51
Line speed, setting Fast Ethernet interi5-1€ to
5-17
Link errors
disconnecting nodes causing excess-24
to 5-25
rate alarm, settin5-2Z to 5-24
rate cutoff5-24to 5-25
Load/Dump/Management pc10-29
Local session
advanced management proceduA-1 to
A-7
and requirements for initial configuratid-3
and upgrading to a new versil-3
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canceling output to A-6
defined1-3, 2-2
starting and terminatin2-3 to 2-5
terminating process outpA-7
Logging levels, definell-Eto11-6
Logical interface, definel-6
Login IDs at installatior3-1
Loop avoidanc¢7-25
Loopback tes5-36
when not to initiaté&5-36
LOpConA-2

M

MAC address static entry, configurir8-17 to
8-20
Main prompt, returning t2-9
Maintenancel0-1to 10-36
factory defaultB-13
Managing TCP/IP Host Servic12-27 to 12-32
Manual mode
displaying stat@8-6
enabling and disablin7-2¢& to 7-29
MAU
installing in DEChub ONE5-10
supported media typé&-10
Max age, settini7-25to 7-26
Maximum
frame size, settin5-57 to 5-58
token rotation time, settin5-26
unknown frame count, settir5-54to 5-56
Medium Attachment UniiSeeMAU
Memory
checking available RANLO-2Zto 10-23
monitoring4-1£to 4-16
types of1-13
Message text for ELS, defind1-5
Messages
crash loc10-24to 10-28
from restart diagnostic10-24to 10-28
MIB
configuring for management usirl2-€ to
12-19
statistics, monitoring ATM physical interface
6-22

Index-8

views, adding and deletirl2-€ to 12-10
Modifying
default protocol filters7-1€ to 7-19
dump file location<10-34to 10-35
installation file location:10-1z to 10-15
permanent address filte7-€ to 7-8
protocol filters7-1Cto 7-14
static MAC address filte8-1€ to 8-20
VSDs9-12t09-14
Module.SeeVNswitch module
Monitor users, definel-16
Monitoring
Address Resolution Protoc6-37 to 6-39
ATM interface6-1€ to 6-23
ATM physical interface6-1€ to 6-22
crash count4-17
Ethernet interfac6-5to 6-8
Fast Ethernet interfa6-9to 6-13
FDDI interface6-14to 6-18
general bridging operatic8-3 to 8-4
interface packet statistics and error counts
6-24t06-32
network interface6-1 to 6-39
restart/reload dat4-17
Simple Network Management Protocol
defined variables and MIB size
12-14
spanning tree protoc8-14to 8-16
switch memory4-1£ to 4-16
TCP/IP Host Servicel2-27to 12-32
transparent bridg8-1 to 8-20
MOpConA-2
Multicast rate limiting7-7 to 7-8
determining whether enabled for a MAC
addres<8-8
enabling and disablin7-7 to 7-8, 7-14, 8-19
to 8-20
MultiChassis Manager
creating ATM link over the backplane using
5-33
creating Ethernet LANs over the backplane
using5-10
Multiple processes, displaying output frA-5



N

NetWare operating system, setting Ethernet frame

type7-34
Network
frame count, and Ring Purg5-27
interfaces, definel-4
interfaces, monitorin6-1 to 6-39
managerSeeVNswitch network manager
topology, detecting changes7-2&to 7-26
No Frame Interval
defined7-36
setting7-36
No Owner FramesSeeNOFs
NOFs5-27
Nonvolatile RAM (NVRAM), definecl-13

O

OBM port. Set Out of Band Management port

Online service:10-17

Operations users, definl-16

Out of Band Management port
configuringl12-zto 12-5
configuring OBM port speel2-zto12-4
configuring OBM RTS statl12-4
configuring OBM-IP addres<12-3
displaying port settingl2-5

P

Packet
buffer data, displayin6-24to 6-26
error statistics, displayin6-27 to 6-28
statistics, displayin6-31 to 6-32
statistics, monitorin6-24 to 6-32
Passwords
at installatior3-1
changing3-5 to 3-7
enabling and disabling prompting 13-8
Path Cos7-22
Path switching delay, settir5-5¢ to 5-60

Payload scrambling, enabling and disabling on

ATM interface5-35
Permanent address entriSeeAddress entries
Permanent address filters

and destination address filteri7-5
and source address filterii7-5
configuring7-5to 7-9

creating and modifyin7-6 to 7-8
deleting7-8to 7-9

forwarding using only manually created

filters 7-2€ to 7-29

Permanent address, defirl-14
PHY ports

identifying 5-2C to 5-22

relation to station typ5-2C to 5-21
Physical interface

defined1-4
PID A-2
Plug and play

defined1-3

factory defaultsB-1 to B-16
Port ID, displayin¢8-6
Port priority 7-22
Ports

bridge ports define1-4to 1-6

UDP trap porl2-11to 12-12

See als Out of Band Management port
Preinstallation planninl-17
Process

definedA-2

displaying status of A-3 to A-4
Process aliases

definedA-2
Process ID (PID)

definedA-2

displayingA-3 to A-4
Prompts

accessing ATM frontpanel and backplane

interface prompt5-3zt05-33
accessing Boot config prom10-2
accessing bridge configuration pron7-2
accessing bridge monitor pron8-2
accessing interface promy5-8
accessing the Config prom2-7
accessing the Main prom2-7
accessing the Monitor prom2-7
accessing VSD configuration pron9-5
defined1-12
exiting 2-9
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exiting interface prompi5-8
Protocol filtering, supported frame typ7-10
Protocol filters
configuring7-1Cto 7-20
creating and modifyin7-1C to 7-14
deleting7-14to 7-18
deleting a single filter by protocol tyj7-15
deleting all of a particular frame ty|7-1€ to
7-17
deleting all of all frame type7-17to7-18

hexadecimal values for common protocols

7-13to7-14
Purging bad frames from FDDI rir5-27 to 5-28

R

RAM, checking availabli10-2Z to 10-23
Rate limiting. See Switchwide rate limiting,
Multicast rate limiting
Redirecting Ethernet interface 12-5
Redirecting, Ethernet interfaces to backpl5-10
Registered address, definl-15
Reinstalling VNswitch softwarl0-4to 10-15
configuring installation file location10-€ to
10-15
location of installation file:10-4
minimum memory requiremen10-4
using a preconfigured network file location
10-5
using an unconfigured network file location
10-€to 10-7
Remote management, factory defaB-16
Remote session
advanced management proceduA-1 to
A-7
canceling output to A-6
configuring forl2-zto 12-5
defined1-3
starting and terminatin2-6
terminating process outpA-7
Requested token rotation tir5-2&, 5-26
setting FDDI5-26
Reserved address, definl-15
Reserving VSD9-11
Resetting

Index-10

factory default4-2 to 4-4
FDDI interface default5-29
Responsibilities of VNswitch network manager
1-17
Restart/Reload data, monitori4-17
Restarting auto-negotiatic-14
Restarting the switc10-3
and clearing of bridge tabl10-3
and dropped packel0-3
Restoring
configuration databas10-1¢to 10-21
executable software (imagl0-1€ to 10-17
exiting and cancelin10-21
Returning to Main prom2-9
Ring purgei5-27 to 5-28
and unexpectedly high network frame count
5-27
RIP listening, enabling and disabli12-24
Root bridge, influencing selection 7-22
Root port, influencing selection 7-2zto7-23
ROpConA-2
Router discovery, enabling and disabl12-24
Routers, displaying a list 12-2¢to 12-30
Routing table, displayin12-27
RTS state, configuring OBI12-4

S

SAC5-19
SAS5-19
SDH5-33
Security
enabling prompting for ID and passwc3-8
types ofl-16
Self-test6-35
Serial Line Interface Protocol, configuriil2-5
Setting
aging time7-37
ATM physical interface transmission timing
5-34
ATM physical interface transmission type
5-3%t05-34
bridge forward dela7-2& to 7-26
bridge hello time7-25 to 7-26
bridge max agi7-2& to 7-26



bridge priority7-22 Single Attachment StatioSeeSAS
clock time4-1Cto 4-14 SLIP. Se«Serial Line Interface Protocol
Ethernet full-duplex and half-duplex modes SMT notification, enabling and disablii5-25

5-9t05-10 SNMP. Se¢ Simple Network Management
Fast Ethernet advertised connect5-14 to Protocol
5-15 Software installation, cancelirl0-15

Fast Ethernet full-duplex and half-duplex SONET5-33
modes5-1£t05-16 Source address filterir7-5, 8-17
Fast Ethernet line spe5-1€to 5-17 Spanning tree protocol
FDDI full-duplex and half-duplex modes adjusting frequency of hello messa(7-24
5-28 and VSDs<7-21
FDDI link error rate alarns-2z to 5-24 configuring7-21to 7-27
FDDI requested token rotation tir5-26 defined7-21
FDDI station type5-23 detecting a failed bridge or lir7-24to 7-25
FDDI valid transmission time5-27 detecting changes in network topolg7-23
maximum token rotation tim5-26 to 7-26
no frame interva7-36 disabled bridge pori7-30
path cos7-23 enabling and disablin7-2€ to 7-27
port priority 7-23 influencing selection of root brid¢7-22
session inactivity time4-5 influencing selection of root pc7-2zto7-23
switchwide rate limitin¢7-3to 7-4 loop avoidanc(7-25
the time unused addresses are reta7-37 monitoring8-14to 8-16
Simple Network Management Protocol state, displayin@-6
adding and deleting a communil2-€ to undetectable network failui7-36

12-7 SRFs5-25
adding and deleting a community addressStarting and terminating console sessi2-2 to
12-7t012-8 2-6

adding and deleting community viev12-8

to 12-10

configuring12-€to12-19

displaying configuration settingl2-1< to
12-17

displaying contact person and module

location12-19
enabling and disablin12-12
enabling and disabling traj12-1zto12-13
identifying a contact persc12-18

identifying physical location of the module

Static address entrieSeeAddress entries
Static address filters

creating and modifyin8-1€ to 8-20
deleting8-20

Static addresses

and destination address filteri8-17
and source address filteri8-17
defined1-15

Station types

relation to PHY port5-2Cto 5-21
supported on VNswitch 900EF modu5-19

12-17t012-18 Status Report FrameSeeSRFs
monitoring defined variables and MIB size STP.SeeSpanning tree protocol
12-14 Subsystem, definell-Gto11-4
setting community acce12-11 Switch console sessions, defirl-3, 2-2
setting community view12-10 Switch.SeeVNswitch modulel-2
specifying the UDP trap pol2-11to 12-12 Switchwide factory defauliB-3
Single Attachment ConcentratSeeSAC Switchwide parameters, defin4-1
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Switchwide rate limiting

defined7-3

disabling7-4

enabling7-4

setting and enablin7-3to 7-4

setting maximum frames per secc7-3
Synchronous Digital HierarchSeeSDH
Synchronous Optical NetworSeeSONET
System securitySeeSecurity

T

TCP/IP Host Services
configuring12-2(to 12-25
configuring a default gatewel2-23
displaying current settin¢12-26
enabling and disablin12-24
enabling and disabling RIP listeni12-24
enabling and disabling

12-24

logical interface, definel-10
managin¢l2-27to 12-32
monitoring12-27 to 12-32

Trivial File Transfer Protocc10-17
Tvx-timer5-2€, 5-27

U

UDP. Se« User Datagram Protocol
Unknown address, defin¢l-15
Updating the software version numt10-8
Upgrading VNswitch softwarl10-4to 10-15
configuring installation file location10-€ to
10-15
location of installation file:10-4
minimum memory requiremen10-4
updating the software version numi10-8
using a preconfigured network file location
10-5
using an unconfigured network file location
10-€to 10-7

router discovery User Datagram Protocol, specifying the trap port

12-11t012-12
User interface
CLI 1-11,12-1
graphicall-11, 12-1

selecting the VSD on which an IP end nodeUsers

resides12-22t012-23

VSD on which availabl12-31to 12-32
Telnet, usin¢l2-33
Terminating

console sessior2-6

process output to all console sessiA-7:
Testing

a network connection using

commancl2-2¢to 12-29

an interface6-3£ to 6-36

ATM ModPHY card5-36

dumpsl10-32

ports inactive for extended perio7-36
TFTP.Se¢ Trivial File Transfer Protocol
Tmax-lower-boun(s-25, 5-26
Transparent bridge

configuring7-1to 7-41

defined1-4

monitoring8-1 to 8-20
Trap port, specifyin(l2-11to 12-12
T-req5-25, 5-26

Index-12

the ping

adding3-2to 3-3

changing IDs and passwor3-5 to 3-7
deleting3-9to 3-10

displaying a list 03-4

Vv

Valid transmission tim5-2€, 5-27
setting FDDI5-27
Views, assigning to a communil2-10
Virtual LAN. SeeVLAN
Virtual Network busSeeVNbus
VLAN
configuring9-1 to 9-22
defined1-8
logical interface, definel-9
maximum number per VNswitch modi9-1
VLAN Secure DomainSeeVSD
VNbus
configuring to support VLAN9-1€ to 9-20
defined9-3
establishing a LAN segment 9-19



factory defaultsB-10

port, enabling and disablir9-20

tags9-3

VNswitch module

900EF, station types support5-19

as an IP end noc12-20

assigning a hostnan4-6

concepts and terminolo¢1-3

configuring a default gatewel2-23

configuring for remote sessio12-zto 12-5

configuring remote managemerl2-1 to
12-33

displaying current TCP/IP settin12-26

displaying general information abo4-7 to
4-9

enabling and disabling RIP listeni12-24

enabling and disabling router discovery

12-24

enabling and disabling TCP/IP Host Services

12-24

factory defaultB-1 to B-16

IP protocols supportel2-20

maintenanc10-1to0 10-36

managing TCP/IP Host Servicel2-27 to
12-32

monitoring TCP/IP Host Servicel2-27 to
12-32

restartingl0-3

routing supporl-9

types ofl-2

upgrading and reinstalling switch software

10-4t0 10-15
VLANS per VSD supporte1-8

VSD on which TCP/IP Host Services is

available12-31to0 12-32
VNswitch network manager
providing access t3-2 to 3-3
responsibilities 01-17
VNswitch software components
describec1-12
promptsl-12
Volatile RAM, definedl-13
VSD
across emulated LANs or bridge tunn9-9
to 9-11

across modules in a single h9-8

and the spanning tree proto7-21

assigning VNswitch IP end node 9-21 to
9-2Z,12-22t012-23

configuration parameters, displayi9-1€ to
9-18

configuration prompt, accessi9-5

configuration prompt, exitin9-5

creating9-6t09-11

default9-3, B-12

defined1-8

deleting9-15

modifying 9-12t0 9-14

on which TCP/IP Host Services is available
12-31t012-32

reserving9-11

when you may want to modi9-12

within a single modul9-8
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