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About This Guide

This section discusses the objectives, audience, organization, and conventioriatefieéwork
Design Guide

Document Objectives

This guide presents a set of general guidelines for planning inkenkstand provides specific
suggestions for several key internetworking implementations. This guide focuses on design issues of
large-scale implementations for the following environments:

® Large-scale Internetwork Protocol (IP) internetworks
— Enhanced Interior Gateway Routing Protocol (IGRP) design
— Open Short Path First (OSPF) design

® |IBM System Network Architecture (SNA) internetworks
— Source-route bridging (SRB) design

— Synchronous Data Link Control (SDLC) and serial tunneling (STUN), SDLC Logical Link
Control type 2 (SDLLC), and Qualified Logical Link Control (QLLC) design

® Asynchronous Transfer Mode (ATM) internetworks
® Packet service interngorks
— Frame Relay design

® Dial-on-demand routing (DDR) internetworks

Note The termrouteris used throughouhts guide to refer to internetworking devices that also
offer bridging and gateway functions. Routers are sometimes datiéechediate systemgnd
stations are also callehd systems

The objective of this guide is to help you identify and implerpeattical internetworking strategies

that are flexibleenough to fit a variety of situations and that can scale up as your network
requirements change. Thaternetwork Design Guid®cuses on identifying the essential

technologies and appropriate implementations for specific environments. It is not the final word in
internetwork design. Do not try to use this as a step-by-step handbook for designing every facet of
your internetvork.

About This Guide xvii



Audience

Audience

This guide is not aetworkdesign guide. In other words, it is not a comprehensive encyclopedia of
network design strategy. The emphasis is not gureis such as maximum cable runs or the relative
merits of IEEE 10BaseT and thin Ethernet. Insteadlriteznetwork Design Guidis a tool for
identifying router features and capabilities that meet specific internetworking requirements.

The central elements of this guide are the technology chapters which consist of three chief elements:
® Technology-specific issues

® Router-related implications of design implementation

® Implementation recommendations

The technology chapters do not cover every possible implementation, but address a variety of
environments that are commonly encountered when designing interket

Note Thelnternetworking Applications: Case Studiggblications are companion guides to this
design guide. Case studies provide internetwork scenarios with detailed configuration examples for
specific Cisco features.

This guide addresses the network administrator who designs and implements router-based
internetworks. Readers should know how to configure a Cisco router and should be familiar with the
protocols and media that their routers have been configured to support. Awareness ofasic net
topology is essential.

Document Organization

This document consists of the following major topic areas:

® Introductory material in the first chapter outlines the key issues in designing effective large-scale
internetworks, contrasts bridging and routing, and describes the three key service layers
associated with internebrks: access, diribution, and backbone. Therioduction also prodes
a general mapping of feature capabilities into this hierarchical approach to internetwork design.

® Chapters 2 through 7 focus on the specific design recommendations for technologies covered in
this design guide:

— Enhanced IGRP and OSPF internetworks

— Source-route bridging (SRB)

— SDLC, SDLLC, STUN, and QLLC conversion
— ATM internetworks

— Frame Relay internetworks

— DDR internetvorks

® Appendixes in this document provide supplemental information.

Document Conventions

This guide uses the following conventions:

xviii  Internetwork Design Guide



Document Conventions

Note Meansreader take noteNotes contain helpful suggestions or references to materials not
contained in this manual.

Caution Meansreader be carefullt means that you are capable of doing something that might
result in equipment damage, or that you might have to take something apart and start over again.

Command descriptions use these conventions:

® Commands and keywords arehioldface font.

® Arguments for which you supply values arétaiic font.
Examples use these conventions:

® Examples that contain systgmompts denote interactive sessions, indicating that the user enters
commands at the prompt. The system prompt indicates the current command mode. For example,
the promptouter(config)# indicates global configuration mode.

® Terminal sessions and information the system displays acecém  font.

® Exclamation points (!) at the beginning of a line indicate a comment line.
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CHAPTER g

Internetworking Design Basics

Designing an internetwork can be a daunting task. An internetwork consisting of only 50 meshed
routing nodes can pose complex problems that lead to unpredictable results. Attempting to optimize
internetworks featuring thousands of nodes can be overwhelming.

Despite improvemas in equipment performance and media capabilities, internetwork design is not
getting any easier. Indeed, these changes might be making design more difficult than ever. The trend
is toward increasingly complex environments involving multiple media, multiple protocols, and
interconnection to networks outside any single organization’s dominion of control. Carefully
designing internetworks can reduce the hardships associated with growth as a networking
environment evolves.

This chapter provides an overview of planning and design guidelines. Discussions are divided into
the following general topics:

® Determining your internetworking requirements
® Identifying and selecting interngbrking caabilities

® Choosing internetworking reliability options

Determining Your Internetworking Requirements

Routers and other internetworking devices must reflect the goals, characteristics, and policies of the
organizations in which they operate.

Two primary goals drive internetworking design and implementation:

® Application availability—Networks exist to carry application information between computers. If
the applications are not available to network users, the network is not doing its job.

® Cost of ownership+aformaton system (IS) budgets today often run in the millions of dollars.
As large organizations increasingly rely on electronic data for managing business activities, the
associated costs of computing resources will continue to rise.

A well-designed internetwork can help to balance these objectives. When properly implemented,
routers can optimize application availability while allowing for the cost-effective use of existing
network resources.
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The Design Problem: Optimizing Availability and Cost

1-2

In general, the network design problem can be characterized as consisting of three general elements:
environmentagivens performanceonstraints and internetworkingariables The goal is to

minimize cost based on these parameters and variables while delivering overall service that does not
compromise established availability requirements. Each element of this problem consists of several
components. Environmental givens include the location of hosts, servers, terminals and other end
nodes; the projected traffic for the environment; and the projected costs for delivering different
service levels. Performance constraints consist essentially of network reliability and traffic
throughput. Internetworking variables include the network topology, line capacities, and packet flow
assignments.

The two primary concerns facing internetwork designers— availability and cost—are essentially at
odds. Any increase in availability must generally be reflected as an increase in cost. As a result,
network designers must weigh the relative importance of resource availability and overall cost
carefully.

Designing your network is areitative, largely trial-and-error activityidure 1-1 illustrates the basic
process associated with internetwork design. The discussions that follow outline several areas that
require careful consideration when planning your intevoefting implementation.

Figure 1-1 General Network Design Process
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Assessing User Requirements

In general, users are concerned with one thing when it comes to networking: application availability.
The chief components of application availability ssponse timehroughput andreliability.

Response time is the time between entry of a command or keystroke and the host system’s execution
of the command, or delivery of a response. User satisfaction about response time is generally
considered to bemonotonicfunction up to some limit, at which point user satisfaction falls off to
nearly zero. Applications where fast response time is considered critical include interactive online
services such as automated tellers and point-of-sale machines.

Applications that putilgh-volume traffic onto the netork have more effect on thughput han
end-to-end connections. Throughput-intensive applications generally involve file-transfer activities.
However, throughput-intensive applications also usually have low response-time requirements.
Indeed, they can often be scheduled at times when response-time-sensitive traffic is low (for
example, after normavork hours).

Although reliability is always important, some applications have genuine requirements that exceed
typical needs. Organizations where all activities are conductétea over the telephone often
require nearly 100 percent uptime. Financial services, securities exchanges, and
emergency/police/military operations are a few examples. These situations imply a requirement for
a high level of hardware and topological redundancy. Determining the cost of any downtime is
essential in determining the relative importance of reliability to your inteovkt

You can assess user requirements in a number of ways. The more involved your users are in the
process, the more likely thpbur evaluation will be awrate. In general, you can use the following
methods to geniformation:

® User community profiles—Usingyour experiencegutline what different user groups will
require. This is the first step in determining what will be required of an internetwahiaudgh
everyone will have roughly the same requirements of an electronic mail system, engineering
groups using X Window terminals and Sun workstations in an NFS environment will have
different needs from PC users sharing print servers in a finance department.

® Interviews, focus groups, and surveys-Your intuition might serve to build a baseline for
implementing an internetwork, but every situation is unique in one way or another. Particular
groups might require access to common servers, certain groups might want to allow external
access to specific internal computing resources, or certain organizations might require that IS
supportsystems be managed in a particular way according to some external standard. In any
event, there might be a range of special requirements that must be evaluated on a case-by-case
basis. The least-formal method of obtaining information is to conduct interviews with key user
groups. Focus groups can also be used to gather information and generate discussion among
different organizations with similar (or opposing) interests. Finally, formal surveys can be used
to get a statistically valid reading of user sentiment regarding a particular service level or
proposed internetworking architecture.

® Human factors tests—The most expensive, time-consuming, and possibly the most revealing
method is to conduct a test involving representative users in a lab environment. This is most
applicable when evaluating response time requirements. As an example, you might set up
working systems and have users perform normal remote host activities from the lab network. By
evaluating user reactions to variations in host responsiveness, you can create benchmark
thresholds for acceptable performance.

Internetworking Design Basics 1-3



Determining Your Internetworking Requirements

Compatibility, Conformance, and Interoperability

Assessing Costs

Compatibility, conformance, and interoperability are related to the problem of balancing proprietary
functionality and open internetworking flexibility. As a network designer, you might be forced to
choose between implementing a multivendor environment and implementing a specific, proprietary
capability.

For example, the Interior Gateway Routing Protocol (IGRP) provides many useful capabilities, such
as fast convergence and efficient route handling in large internetworks, but it is a proprietary routing
protocol. In contrast, the integrated Intermediate System-to-Intermediate System (I1S-IS) protocol is
an open internetworking alternative that also provides a fast converging routing environment;
however, implementing an open routing protocol can potentially result in greater multivendor
configuration complexity.

The protocol that you choose will have far-ranging effects on your overall intenmkedesign.

Assume that you decide to implement integrated 1S-IS instead of IGRP. In doing this, you gain a
measure of interoperability; however, you lose some functionality. For instance, you will not be able
to load balance traffic over unequal parallel paths. Similarly, some modems provide a high level of
proprietary diagnostic capabilities, but require that all modems throughout a network be of the same
vendor type to fully exploit proprietary diagnostics.

The internetworking decisions you make are not made in vacuum. Previous internetworking (and
networking) investments and expectations for future requirements have considerable influence on
the kinds of implementations you pursue today. Things to consider innkidbed internetworking

and networking equipment; applicatiansning (or to be run) on the network; physical lcmabf

sites, hosts, and users; rate or growth of user community; and both physical and logical network
layout.

The internework is a strategic element in yoawerall information system design. As such, the cost
of your internetvork is much more than the sum of your router purcloaders. View it as a total
cost-of-ownership issue. You must consider the entire life cycle of your internetworking
environment. A brief list of costs associated with internetworks follows:

® Router hardware and software costs—-Consider what is really being bought when you
purchase your systems; costsould include initial puftase and installation, maintenance, and
projected upgrade costs.

® Performance tradeoff costs—Consider the cost of going from a five-second response time to a
half-second response time. Such improvements can cost quite a bit in terms of media selection,
network inerfaces, internetworking nodes, modems, and wide-arasrie(\WAN) services.

® |Installation costs—Installing a site’s physical cable plant is by far the most expensive element
of a large network. The costs include installation labor, site modification, fees associated with
local code conformance, and costs incurred to ensure compliance with eranitahrastrictions
(such as asbestos removal). Other important elements in keeping your costs to a minimum will
include developing a well-planned wiring closet layout and implementing color code
conventions for cable runs.

® Expansion costs—Calculate the cost of ripping out all that thick Ethernet, adding additional
functionality, or moving to a new location. Attughthere is no way to know the future,
projecting your future requirements and building in accommodations for future needs will save
you time and money.

® Support costs—More complicated internetworks cost more to monitor, configure, and maintain.
Your internetvork should be no wre complicated than necessary. Costs include training, direct
labor (network managers/administrators), sparing, and replacement costs.
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® Cost of downtime—Evaluate the cost for every minute that a user is unable to access a file server
or a centralized database. If this cost is high, you must attribute a high cost to downtime. If the
cost is high enough, fully redundant intekmetks might be your only option.

® Opportunity costs—Every choice you make will have an opposing alternative option. Whether
that option is a specific hardware platform, topology solution, level of redundancy, or system
integration alternative, there are always opti@gportunity costsare the costs of not picking
one of those options. The opportunity costs of not switching to newer technologies and
topologies might be lost competitive advantage, lower productivity, and slower overall
performance. These are difficult to quantify, but any effort to integrate opportunity costs into
your analysis can help in making accurate comparisons at the beginning of your project.

® Sunken costs—What you have invested in existing cable plant, routers, concentrators, hosts, and
other equipment and software are ysunken costdf the sunken cost is high, you might be
forced to modify networks so that your existing intewazk can corihue to be exploited.
Although comparatively low incremental costs might appear to be moaetate than
significant redesign costs, your organization might pay more in the long run by not upgrading
systems. Over-reliance on sunken costs when calculating the cost of internetwork modifications
and additions can cost your organization sales and market share.

Estimating Traffic: Work-Load Modeling

Empiricalwork-load modelingonsists of instrumenting a working internetwork and monitoring
traffic for a given number of users, applications, andvast topology. Try tacharacterize activity
throughout a normal work day in terms of type of traffic passse) lof traffic, reponse time of

hosts, time to execute file transfers, and so on. You can also observe utilization on existing routers
over the test period with the routessowanddebugcommands.

If the tested internatork’s characteristics are close to the new internetwork, you can try
extrapolating to the new internetwork’s number of users, applications, and topology. This is
unquestionably best-guesapproach to traffic estimation. However, with no widely available tools
for characterizing behavior in a dynamically routed environment, it might be your best bet.

In addition to passive monitoring of an existing network, you can measure activity and traffic
generated by a known number of users attached to a representative test network and then extrapolate
findings to your anticipated population.

One problem with modeling work loads on networks is that it is difficult to accurately pinpoint
traffic load and network device performance as functions of the number of users, type of application,
and geographical location. This is especially true without a real network in place.You should
consider the following factors that influence the dynamics of the network:

® The time-dependent nature of network access—Peak periods can vary; measurements must
reflect a range of observations that includes peak demand.

® Differences associated with type of traffic—Routed and bridged traffic place different demands
on internetwork devices and protocols; some protocols are sensitvepized packets; some
application types require more bandwidth.

® The random (nondetermistic) nature of network traffic—Exact arrival time and specific effects
of traffic are unpredictable.

® Competing protocols—In multiprotocol environments, routers undergo dynamic demands from
different users, resulting in unpredictable effects.
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Sensitivity Testing

From a practical point of view, sensitivity testing involves breaking stable links and observing what
happens. When working with a test network, this is relatively easy. Perturb the network by removing
an active interface and monitor how the change is handled by the internetwork: how traffic is
rerouted, the speed of convergence, whether any connectivity is lost, and whether problems arise in
handling specific types of traffic. You can also change the level of traffic on a network to determine
the effects on the network when traffic levels approach media saturation. This empirical testing is a
type ofregressiortesting: a series of specific modifications (tests) are repeated on different versions
of network configurations. By monitoring the effects on the design variations, you can characterize
the relative resilience of the design.

Modeling sensitivity tests using a computer is beyond the scope of this publication. One source for
more information about computer-based network design and simulafiadiiew S.Tannenbaum’s
book Computer Networks

ldentifying and Selecting Internetworking Capabilities

Once you understand your internetworking requirements, you must identify and then select the
specific capabilities that fit your computing environment. The following discussions provide a
starting point for making these decisions. Three topics are addressed:

® Contrasting bridging and routing capabilities
® General hierarchical model for intermetrking

® Capabilities associated with backbodéstribution, and local-access services

Note This material presents an introduction to the primary router capabilities and outlines how
each fulfills various internetworking requirements. The technology chapters that follow, addressing
routing protocol implementation, IBM intermadrking, and packeservice internetworking, present
detailed discussions about specific implementations of large-scale internetworking.

Contrasting Bridging and Routing Capabilities

Data communications experts generally agree that bridges and routers are moving away from
once-clear distinctions between the two technologies and converging toward the all-in-one brouter,
routing bridge, or router/bridge. Performance enhancements are making the question of which is
better (bridges or routers) an arcane and sometimes moot point. There are specific situations when
routing is preferred, when bridging is preferred, and when you have little or no choice in the matter.
The discussion that follows outlines the key criteria to use when determining which technology best
suits your situation.

Bridging and Routing Definitions

Before bridging and routing capabilities can be contrasted, you must understand where each falls
within a common frameork of internetworking terinology. For this comparison, the bridging
discussion focuses on transparent bridging. Transparent bridging is emphasized here because
source-route bridging (SRB) can be argued to have more in common with routing than with
bridging. Refer to thénternetworking Technology Overvidar more information about each of

these technologies.
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By convention, bridging is said to occur at the data link layer, while routing is said to occur at the
network layer of the International Organization for Standardization’s (ISO’s) seven-layer protocol
model. In general, data link layer devices assume a common logieark¢information traverses

a single hop to reach a destination).Wartk layer devices are designed to handle multiple hops and
multiple networks. These distinctions lead to certain constraints for bridging that result in four
important differences between routers and bridges:

® The header associated with data link packets lacks information fields present in network layer
packets. Examples of fields provided in network layer packets include final destination address,
hop count, and fragmentation and reassembly information.

® Bridges do not support handshaking protocols, such as the Internet Control Message Protocol
(ICMP) associated with the Internet Protocol (IP), used by end nodes and routers to learn about
each other.

® Bridges cannot reorder packets from the same source; network layer protocols expect some
degree of reordering (caused by fragmentation).

® Bridges use the Media Access Control (MAC) addresses defined at the time of equipment
manufacture to identify an end node. Thus, the address has no topological meaning. With routers,
a network address is associated with the local-ar@sone{LAN) to which a particular node is
attached.

Despite the constraints associated with bridging, there are often situations that require the use of
bridging technology. Similarly, routing might be necessary to ensure proper segmentation of traffic
or to support apecific topology that does not permit a single logical internetwork. The following
sections summarize common reasons for choosing routing or bridging.

Routing Advantages
Routing offers the following advantages over bridging:

® Routers can choose the best path that exists between source and destination; bridges are limited
to a specific path (referred to as a spanning tree) through an internetwork. Two characteristics of
bridges result in this difference: bridges must learn the location of stations based on the direction
from which traffic is received, and bridges are transparent (in oihrels, they are ngtermitted
to modify a packet in any way). These characteristics do not apply to source-route bridges.
Unlike transparent bridges, source-route bridges do not maintain a station location table. In
addition, loops are not possible in an SRB environment. The SRB standard states that an SRB
must verify that the output network segment has not been traversed before transmitting packets.

® Routers reconfigure topology after changes much more quickly than bridges, resulting in reduced
service loss. Because bridges are transparent, loops pose a substantially greater risk to a bridged
internetwork than with a routed intermetrk. Thus, new bridge paths are recognized gradually,
while new routing paths are recognized as soon as routing information is received.

® The total number of stations supportable in a routed internetwork is virtually unlimited,
particularly for ISO Connectionless Nairk Service (CLNS) internetworks, while the
maximum number of stations in a bridged internetwork is constrained to thousands of end
stations. Routers can accommodate a much larger address space because network layer addresses
include information that groups nodes into areas or domains. Bridges have no hierarchical
addressing component and cannot direct traffic in a hierarchical manner.

® Routers can provide a barrier against broadcast storms; bridges cannot. By design, when bridges
join a series of LAN segments, those segments form a single LAN from the perspective of
upper-layer protocols. A broadcast storm disables the entire bridged internetwork because all the
bridges forward the broadcast traffic throughout the internetwork and are unable to intervene.
Routers block broadcasts by default.
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® Routers fragment and reassemble large packets; bridges drop packets that are too big to forward.
For some protocols, the network layer header includes fragmentation and reassembly
information; the data link layer header does not. As a result, bridges simply drop packets that are
too large to forward. In addition, bridges are unable to inform the source that the packet was
dropped.

® Routers provide congestion feedback to end stations when traffic is heavy; bridges do not. In ISO
CLNS, mechanisms in the network layer protocols provide congeltised information that
can be relayed to source nodes to force them to reduce transmission rates. The data link layer
provides no analogous capability.

Note In general, the preceding discussion concerning routing advantages assumes a comparison
with transparent bridging. These advantages do no apply to SRB. However, one weakness of SRB
is that it does not provide any form of dynamic rerouting. This is left to the end stations.

Bridging Advantages

If bridging did not have certain real advantages, the world’s router bigots would have surely
eradicated every bridging implementation from the face of the earth. Consider the following when
choosing between routing or bridging:

® Bridges require minimal configuration; routers require maximum configuration. There is no
getting around at least some configuration required for routers. For example, IP routers require
the configuration of separate addresses for each interface and substantial configuration of end
nodes (addresses and masks). In some situations, basic learning bridges require virtually no
configuration. To become operational, you can simply take the bridge thettudx ,power it up,
and attach it to a network.

® Bridges have a better price-to-performance ratio than routers. With less overhead to handle,
bridges have enjoyed an advantage over routers in terms of pure packet traffic handling.
However, because router performance hgsoved gnificantly (now providing near e
speed performance) and the price difference between routers and bridges has eroded, this
advantage is diminishing.

® Bridges are protocol independent; routers are protocol dependent. As routers have become
capable of handling multiple protocols as eitimegratedor ships-in-the-nighenvironments
(both of which are discussed in the section “Backbone Routing Options” later in this chapter),
this perceived advantage is also diminishing. Nonetheless, bridges can handle multiple protocols
with almost no configuration.

® Bridges forward nonroutable protocols, such as Digital's Local Area Transport (LAT); routers
cannot. Some protocols are not routable, even through they were designed to provide upper-layer
functionality (just nobetween LANS). This remains a compelling reason for implementing
bridging capabilities for supporting certain end-to-end connectivity.

Integrated Solutions

1-8

The trend in intern&torking is to provide network deyners greater flexibility in solving multiple
internetworking problems without creating multiple networks or writing off existing data
communications investments.
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A network designer might employ bridges in a remote site for their ease of implementation, simple
topology, and low traffic requirements. Routers might be relied upon to provide a reliable,
self-healing backbone, as well as a barrier against inadvertent broadcast storms in the local
networks.

There are a number of circumstances in which you can employ a dedicated bridging implementation
for simple internetworks (often remote sites). For example, an IGS can be implemented for local
bridging at a remote site, while providing the option of routing as the remote network evolves. If you
are interconnecting the remote site into a corporate backbone, it is best to implement routing at the
point of access from the local internetwork to the backbone.

If you have a very large, meshed local internetwork (for instance a campus consisting of several
buildings and running protocols that derive significant benefits from routing), routers provide
superior segmentation and more efficient traffic handling than bridges.

Figure 1-2 illustrates an environment featuring a WAIMKB@ne interconnecting remote sites to a
corporate internetwork. You can think of bridges implemented in this example as very smart
repeaters.
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Figure 1-2 Hybrid Internetwork Featuring Bridging and Routing Nodes
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Backbone Routing Options
In an ideal world, the perfect enterprise-wide internetwork would feature a single, bullet-proof
network protocol capable of transporting all manner of data communications seamlessly, error free,
and with sufficient resilience to accommodate any unforeseen connectivity disruption. So much for
the ideal world. The real world consists of many protocols with varying levels of resilience.

In designing a backbone for your organization, you might be considesiagpseptions. These
options typically split into two primary categories:

® Multiprotocol routing backbone
® Single-protocol backbone

The following discussions outline the characteristics and properties of these two strategies.
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Multiprotocol Routing Backbone

When multiple nework layer protools are routed tioughout a common backbone without
encapsulation (also referred toretivemode routing), the environment is referred to as a
multiprotocol routing backbone. A multiprotocol backbone environment can adopt one of two
routing strategies, or both, depending on the routed protocol involved. The two strategies are
generally referred to astegrated routingandships in thenight

Integrated routing involves the use of a single routing protocol (for example, a link state protocol)
that determines the least cost path for different routed protocols.

The ships-in-the-night approach involves the use of a different routing protocol for eachknet
protocol. For instance, some large-scale networks might feature multiple protocols, where Novell
IPX traffic is routed using a proprietary version of the Routing Information Protocol (RIP), IP is
routed with IGRP, and DECnet Phase V traffic is routed via ISO CLNS-compliant I1S-IS. Each of
these networldyer protocols is routed independently, with separate routing processes handling their
traffic and separate paths calculated.

Mixing routers within an internetwork thatipports different combinations of multiple protocols can
create a confusing situation, particularly for integrated routing. In general, integrated routing is
easier to manage if all the routers attached to the integrated routkigobe support the same
integrated routing scheme. Routes for other protocols can be calculated separately. As an alternative,
you can use encapsulation to transmit traffic over routers that do not support a particular protocol.

Single-Protocol Backbone

With a single-protocol backbone, all routers are assumed to support a single routing protocol for a
single network protocol. In this kind of routing environment, all other routing protocols are ignored.
If multiple protocols are to be passed over the interagk, unsupported protocolsust be
encapsulated within the supported protocol or they will be ignored by the routing nodes.

Why implement a single-protocol backbone? If relatively few other pote@re supported at a
limited number of isolated locations, it is reasonable to implement a single protocol backbone.
However, encapsulation does add overhead to traffic on the network. If multiple protocols are
supported wdely thraughout a large intertwork, a multiprotocol backbone approach is likely to
work better.

In general, you should support all the network layer protocols in an internetwork with a native
routing solution and implement as few network layer protocols as possible.

Hierarchical Internetworking Model

Most internetworks can be hierarchically divided into three logical services: backbone, distribution,
and local-access internetworBackbongor core) services aim to optimize communication among
routers at different sites or in different logical groupirgistribution services provide a way to
implement policy-based traffic control to isolateckbone and local environmentscal-access
services support communication between end stations and routers.

To illustrate the differences between backbone, distribution, and local-access services, consider
Figure 1-3. Communication between Host 1 and Router A, or between Host 5 and Router G, is aided
by local-access services. Communication between Router D and Router E, or between Router D and
Router C, is aided by distribution services. Communication between Router D, Router Y, and Router
X is assisted by backbone services.

Assume Host 3 and Host 2 need to communicate. Such a transmission could be routed as follows:
Host 3 (through some arbitrary internetworking topology) to Router X to Router D to Router C to
Router B to Host 2. The part of the route between Router X and Router D travels through a portion
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1-12

of the backbone network. Communication between Router D and Router C (and subsequently
Router B) is controlled by policy-based rules associated with distribution services. A host and an
adjacent router (such as Host 2 and Router B) communicate using local-access services; controlling
access to resources on other networks is the primary goal of thelsadcess routers.

The discussions that follow outline the capabilities and services associated with backbone,
distribution, and local access internetworking services.

Figure 1-3 Backbone, Distribution, and Local- Access Router Environment
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Evaluating Backbone Services

This section addresses intemetking features that support backb@®evices. The following
topics are discussed:

® Backbone bandwidth management
® Path optimization

® Traffic prioritization

® |oad balancing

® Alternative paths

® Switched access

® Encapsulation (tunneling)

Backbone Bandwidth Management

To optimize backbone network operations, routers offer several performance tuning features.
Examples include priority queuing, routing protocol metrics, and local session termination.

You can adjust the output queue length on priority queues. If a priority queue overflows, excess
packets are discarded and quench messages that halt packet flow are sent, if appropriate, for that
protocol.

You can also adjust routing metrics to increase control over the paths traffic takes through the
internetvork.

Local session termination allows routers to act as proxies for remote systems representing session
endpoints. (A proxy is a device that acts on behalf of another device.) Figure 1-4 illustrates an
example of local session termination in an IBM environment.

Figure 1-4 Local Session Termination over Multiprotocol Bac kbone
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In Figure 1-4, the routers locally terminate Logical Link Control type 2 (LLC2) data link control
sessions. Instead of end-to-end sessions where all session control information is passed over the
multiprotocol backbone, the routers take responsibility for acknowledging packets coming from
hosts on directly attached LANs. Local acknowledgment saves WAN bandwidth (and, therefore,
WAN utilization costs), solves session timeout problesnsl, provides faster response to users.
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Path Optimization

One of the primary advantages of a router is its ability to help you implement a logical environment
in which optimal paths for traffic are automatically selected. Routers rely on routing protocols
associated with the various network layer protocols to accomplish this automated path optimization.

Depending on the network protocols implemented, routers permit you to implement routing
environments that suit your specific requirements. For example, in an IP inmemneCisco routers

can support all vdely implemented routing protocols, including Open Shortest Path(BIgRF),

RIP, IGRP, Border Gateway Protocol (BGP), Exterior Gateway Protocol (EGP), and HELLO. Key
built-in capabilities that promote path optimization include: rapid and controllable route
convergence and tunable routing metrics and timers.

Convergencés the process of agreement, by all routers, on optimal routes. Whemaaknetent

causes routes to either halt operation or become available, routers distribute routing update
messages. Routing update messages permeate networks, stimulating recalculation of optimal routes
and eventually causing all routers to agree on these routes. Routing algorithms that converge slowly
can cause routing loops or network outages.

Many different metrics are used in routing algorithms. Seaphisticated roirig algorithms base

route selection on a combination of multiple metrics, resulting in the calculation of a single hybrid
metric. IGRP uses one of the masphisticatedlistance vector routing algorithms. It combines

values for bandwidth, load, and delay to create a composite metric value. Link state routing
protocols, such as OSPF and IS-IS, employ a metric that represents the cost associated with a given
path.

Traffic Prioritization

Althoughsome network protocols can prioritize internal homogeneous traffic, the router prioritizes
the heterogeneous traffic flows. Such traffic prioritization enables policy-based routing and ensures
that protocols carrying mission-critical data take precedence over less-important traffic.

Priority output queuing allows the network administrator to prioritize traffic. Traffic can be
classified according to various criteria, including protocolsuigproocol type, and then queued on
one of four output queues (high, medium, normal, or low priority). For IP traffic, additional
fine-tuning is possible.

Priority output queuing is most useful on low-speed serial links. Figure 1-5 shows how priority
gueuing can be used to segregate traffic by priority level, speeding the transit of certain packets
through the network.
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Figure 1-5 Priority Output Queuing
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You can also use intraprotocol traffic prioritization techniques to enhance internetwork performance.
IP’s type-of-service (TOS) feature and prioritization of IBM logical units (LUs) are intraprotocol
prioritization techniques that can be implemented to improve traffic handling over routers.

Figure 1-6 illustrates LU prioritization.

Figure 1-6 LU Prioritization Implementation
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In Figure 1-6, the IBM mainframe is channel-attached to a 3745 communications controller, which

is connected to a 3174 cluster controller via remote source-route bridging (RSRB). Multiple 3270
terminals and printers, each with a unique local LU address, are attached to the 3174. By applying
LU address prioritization, you can assign a priority to each LU associated with a terminal or printer;
that is, certain users can have terminals that have better response time than others, and printers can
have lowest priority. This function increases application availability for those users running
extremely important applications.

Finally, most routed protocols (such as AppleTalk, IPX, and DECnet) employ a cost-based routing
protocol to assess the relative merit of the different routes to a destination. By tuning associated
parameters, you can force particular kinds of traffic to take particular routes, thereby performing a
type of manual traffic prioritization.
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Load Balancing

Alternate Paths

The easiest way to add bandwidth in a backbone network is to implement additional links. Routers
provide built-in load balancing for multiple links and paths. You can use up to four paths to a
destination netork. And, in some cases, the paths need not be of equal cost.

Within IP, routers provide load balancing on both a per-packet and a per-destination basis. For
per-destination load balancing, each router uses its route cache to determine the output interface. If
IGRP or Enhanced IGRP routing is used, unequal-cost load balancing is possible. The router uses
metrics to determine which paths the packets will take; the amount of load balancing is
user-adjustable.

Load balancing bridged traffic over serial lines is algpported. Serialdies can be assigned to
circuitgroups. If one of theerial links in the circuigroup is in the spanning tree for a network, any

of the serial links in the circuit group can be used for load balancing. Data ordering problems are
avoided by assigning each destination to a serial link. Reassignment is done dynamically if
interfaces go down or come up.

Many internetwork backbones carry mission-critical information. Organizations running such
backbones are usually interested in protecting the integrity ofifioisriaion at virtually any cost.
Routers must offer sufficient reliability so that they are not the weak link in the internetwork chain.
The key is to provide alternate paths that can come on line whenever link failures occur along active
networks.

Consider what can go wrong in a simple internetwork. In Figure 1-7, the backbone network consists
of the FDDI link between the two corporate buildings as well as serial links A, B, and C connecting
the corporate site to the three remote sites. Secondary networks exist within both the corporate site
and the remote sites, but they are not important to this analysis.

End-to-end reliability is not ensured simply by making thekbane fault tolerant. If

communication on a local segment within any building is disrupted for any reason, that information
will not reach the backbone. End-to-end reliability is only possible when redundancy is employed
throughout the internetwork. Because this is usually cost prohibitive, most companies prefer to
employ redundant paths only on those segments that carry mission-critical information.

What does it take to make the backbone reliable? Routers hold the key to reliable internetworking.
Depending on the definition of reliability, this can mean duplicating every major system on each
router and possibly every component. However, hardwargonent duplican is not the entire
solution because extra circuitry is necessary to link the duplicate components to allow them to
communicate. This solution is usually very expensive, but more importantly, it does not completely
address the problem. Even assuming all routers in Figure 1-7 are completely reliable systems, link
problems between nodes within a backbone can still defeat a redundant hardware solution.

To really address the problem of network reliabilityks must be redundant. Further, it is not

enough to simply duplicate all links. Dual links must terminate at multiple routers unless all
backbone routers are completely fault tolerant (no single points of failure). Otherwise, backbone
routers that are not fault tolerant become single points of failure. The inevitable conclusion is that a
completely redundant router is not the most effective solution to the relighibbfem, because it

is expensive and still does not address link reliability.

Most netvork designers do not implement a completely redundant network. Instead, network
designers implement partially redundant internetworks. The section “Choosing Wwtakieg
Reliability Options,” presented later in this chapter, addresses several hypothetical networks
representing commonly implemented points along the reliability continuum.
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Figure 1-7 Simple Internetwork lllustrating Reliability Requir ements
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Switched Access

Switched access provides the ability to enable a WAN link on an as-needed basis via automated
router controls. One model for a reliable backbone consists of dual, dedicated links and one switched
link for idle hot backup. Under normal operational conditions, you can load balance over the dual
links, but the switched link is not operational until one of the dedicated links fails.

Traditionally, WAN connections over the Public Switched Telephone Network (PSTN) have used
dedicated lines. This can be very expensive when an application requires only low-volume, periodic
connections. To reduce the need for dedicated circuits, a feature called dial-on-demand routing
(DDR) is available. Using DDR, low-volume, periodicwetk connections can be made over the
PSTN. A router activates the DDR feature when it receives a bridged or routed IP packet destined
for a location on the other side of the dial-up line. After the router dials the destination phone number
and establishes tlmnnection, packets of any supported protocol can be transmitted. When the
transmission is complete, the line is automatically disconnected. By terminating unneeded
connections, DDR reduces cost of ownership. Figure 1-8 illustrates a DDR connection.
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Figure 1-8 Dial-on-Demand Routing Envir  onment
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Encapsulationtakes packets or frames from one network system and places them inside frames from
another network system. This method is sometimes cialteteling Tunneling provides a means

for encapsulating packets inside a routable protocol via virtual interfaces. Synchronous Data Link
Control (SDLC) transport is also an encapsulation of packets in a routable protocol. In addition,
transport provides enhamoents to tunneling, such as local data link layer termination, broadcast
avoidance, media conversion, and other scalability optimizations.
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Cisco routers support the following encapsulation and tunneling techniques:
® The IBM technology feature set provides these methods:

— Serial tunneling (STUN) or Synchronous Data Link Control (SDLC) Transport

— SRB with direct encapsulation

— SRB with Fast Sequenced Transport (FST) encapsulation

— SRB with Transmission Control Protocol/Internet Protocol (TCP/IP) encapsulation
® Generic Routing Encapsulation (GRE)

Cisco supports encapsulating Novell Internetwork Packet Exchange (IPX), Internet Protocol
(IP), Connectionless Network Protocol (CLNP), AppleTalk, DECnet Phase IV, Xerox Network
Systems (XNS), Banyan Virtual Network System (VINES), and Apollo packets for transport
over IP.

® Single-protocol tunneling techniques: Cayman (AppleTalk over IP), AURP (AppleTalk over IP),
EON (CLNP over IP), and NOS (IP over IP).

The following discussion focuses on IBM encapsulations and the multiprotocol GRE tunneling
feature.

IBM Features

STUN allows two devices that are normally connected by a direct serial link, using protocols
compliant with SDLC or High-level Data Link Control (HDLC), to be connected through one or
more routers. The routers can be connected via a multiprotocol network of arbitrary topology. STUN
allows integration of System Network Architecture (SNA) networks and non-SNA networks using
routers and existing network links. Transport across the multiprotocol network connecting the
routers can use TCP/IP. This type of transport offers reliability and intelligent routing via any
supported IP routing protol. A STUN configuration is shown in Figure 1-9.
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Figure 1-9 STUN Configuration
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SDLC Transport is a variation of STUN that allows sessions using SDLC protocols and TCP/IP
encapsulation to be locally terminated. SDLCriBortpermits participation in SDLC windowing
and retransmission activities.

When connecting remote devices that use SRB over a slow-speed serial link, most network designers
choose RSRB with direct HDLC encapsulation. In this case, SRB frames are encapsulated in an
HDLC-compliant header. This solution adds little overhead, preserving valuable serial link
bandwidth. Direct HDLC encapsulation is not restricted to serial links (it can also be used over
Ethernet, Token Ring, and FDDI links), but is most useful in situations where additional control
overhead on the encapsulating network is not tolerable.

When more overhead can be tolerated, frame sequencing is important, but extremely reliable
delivery is not needed, SRB packets can be sent over serial, Token Ring, Ethernet, and FDDI
networks using FST encapsulation. FST is similar to TCP in that it provides packet sequencing.
However, unlike TCP, FST does not provide packet-delivery acknowledgment.
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For extremely reliable delivery in environments where moderate overhead can be tojerataah,

choose to encapsulate SRB frames in TCP/IP packets. This solution is not only reliable, it can also
take advantage of routing features including handling via routing protocols, packet filtering, and
multipath routing.

Generic Routing Encapsulation (GRE)

Cisco’s Generic Routing Encapsulation (GRE) multiprotocol carrier protocol encapsulates IP,
CLNP, IPX, AppleTalk, DECnet Phase IV, XNS, VINES, and Apollo packets inside IP tunnels. With
GRE tunneling, a Cisco router at each site encapsulates protocol-specific packets in an IP header,
creating a virtual point-to-point link to Cisco routers at other ends of an IP cloud, where the IP header
is stripped off. By connecting multiprotocol subnetworks in a single-protocol backbone
environment, IP tunneling allows network expansion across a single-protocol backbone
environment. GRE tunneling involves three types of protocols:

® Passenger—protocol that is encapsulated (IP, CLNP, IPX, AppleTalk, DECnet Phase IV, XNS,
VINES and Apollo)

® Carrier—GRE protocol provides carrier services
® Transport—IP carries the encapsulated protocol

GRE tunneling allows desktop protocols to take advantage of the enhanced route selection
capabilities of IP. Many local-area metrk (LAN) protocols, including AppleTalk and NovéRX,

are optimized for local use. They have limited route selection metrics and hop count limitations. In
contrast, IP routing protocols allow more flexible route selection and scale better over large
internetvorks. Figure 1-10 lustrates GRE tunneling across a single IP backbone between sites.
Regardless of how many routers and paths may be associated with the IP cloud, the tunnel is seen as
a single hop.

Figure 1-10 Using a Single Protocol Ba ckbone
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GRE provides key capabilities that other encapsulation protocols lack: sequencing and the ability to
carry tunnelled data at high speeds. Some higher-level protocols require that packets are delivered
in correct order. The GRE sequencing option provides this capability. GRE also has an optional key
feature which allows you to avoid configuration errors by requiring the same key to be entered at

each tunnel endpoint before the tunnelled data will be processed. IP tunneling also allows network
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designers to implement policies, such as which types of traffic can use which routes or assignment
of priority or security levels to particular traffic. Capabilities like these are lacking in many native
LAN protocols.

IP tunneling provides communication between subnetworks that have invalid or discontiguous
network addresses. With tunneling, virtual network addresses are assigned tovasidsn@iaking
discontiguous subnebrks reabable. Figure 1-11 illustrates that with GRE tunneling, it is possible
for the two subnetworks of network 131.108.0.0 to talk to ettwdr even though theyre separated

by another netork.

Figure 1-11 Connect ing Discontiguous Networks with Tunnels
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Because encapsulation requires handling of the packets, it is generally faster to route protocols
natively than to use tunnels. Tunneled traffic is switched at approximately half the typical process
switching rates. This means approximately 1000 packets per second (pps) aggregate for each router.
Tunneling is CPU intensive, and as such, should be turned on cautiously. Routing updates, SAP
updates, and other administrative traffic may be sent over each tunnel interface. It is easy to saturate
a physical link with routing information if several tunnels are configured over it. Performance will
depend on the passenger protocol, broadcasts, routing updates, and bandwidth of the physical
interfaces. It is also difficult to debug the physical link if problems occur. This problem can be
mitigated in several ways. In the IPX environments, route filters and SAP filters cut down on the
size of the updates that travel over tunnels. In AppleTalk networks, keeping zones small and using
route filters can limit excess bandwidth requirements.

Tunneling can disguise the nature of a link, making it look slower, faster, or more or less costly than
it may actually be in reality. This can cause unexpected or undesirable route selection. Routing
protocols that make decisions based only on hop count will usually prefer a tunnel to a real interface.
This may not always be the best routing decision because an IP cloud can comprise several different
media with very disparate qualities; for example, traffic may be forwarded across both 100-Mbps
Ethernet lines and 9.6- kbps seriakk. When using tunneling, pay attention to the media over

which virtual tunnel traffic passes and the metrics used by each protocol.

If a network has sites that use protocol-based packet filters as part of a firewall security scheme, be
aware that because tunnels encapsulate unchecked passenger protocols, you must establish filtering
on the firewall router so that only authorized tunnels are allowed to pass. If tunnels are accepted from
unsecured networks, it is a good idea to establish filtering at the tunnel destination or to place the
tunnel destination outside the secure area of yowarktso that the currefirewall scheme will

remain secure.
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When tunneling IP over IP, you must be careful to avoid inadvertently configuring a recursive
routing loop. A routing loop occurs when the passenger protocol and tispdraprotocol are

identical. The routing loop occurs because the best path to the tunnel destination is via the tunnel
interface. A routing loop could occur, then, when tunneling IP over IP as follows:

1 The packet is placed in the output queue of the tunnel interface.

2 The tunnel interface includes a GRE header and enqueues the packet to the transport protocol
(IP) for the destination address of the tunnel interface.

3 IP looks up the route to the tunnel destination address and learns that the path is the tunnel
interface.

4 Once again, the packet is placed in the output queue of the tunnel interface as described in step 1;
hence, the routing loop.

When a router detects a recursive routing loop, it shuts down the tunnel interface for 1 to 2 minutes
and issues a warning message before it goes into the recursive loop. Another indication that a
recursive route loop has been detected is if the tunnel interface is up, and the line protocol is down.

To avoid recursive loops, keep passenger and transport routing information in separate locations by
implementing the following procedures:

® Use separate routing protocol identifiers (for example, igrp 1 and igrp 2).
® Use different routing protocols.

® Assign the tunnel interface a very low bandwidth so that routing protocols, such as IGRP, will
recognize a very high metric for the tunnel interface and will, therefore, choose the correct next
hop (that is, choose the best physical interface instead of the tunnel).

® Keep the two IP address ranges distinct; that is, use a major addsess fiomnel network that
is different from your actual IP network. Keeping the address ranges distinct also aids in
debugging because it is easy to identify an address as the tunnel network instead of the physical
networkand vice versa.

Evaluating Distribution Services

This section addresses intemetking features that support disution services. The following
topics are discussed:

® Area and service filtering

® Policy-based distribution

® Gateway service

® Interprotocol route redistribution

® Media translation

Area and Service Filtering
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Traffic filters based oareaor servicetype are the primary distribution service tools useutéooide
policy-based access control into backboerises. Both area and service filtering are implemented
usingaccess listsAn access list is a sequence of statements, each of which either permits or denies
certain conditions or addresses. Access lists can be used to permit or deny messages from particular
network nodes and messages sent using particular protocols and/or services.
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Area, or network, access filters are used to enforce the selective transmission of traffic based on
network address. You can apply these on incoming or outgoing ports. Service filters use access lists
applied to protocols (such as IP’s UDP), applications such as the Simple Mail Transfer Protocol
(SMTP), and specific protocols.

Suppose you have a netwartnnected to the Internet, and you want any host on an Ethernet to be
able to form TCP connections to any host on the Internet. However, you do not want Internet hosts
to be able to form TCP connections to hosts on the Ethernet except to the SMTP port of a dedicated
mail host.

SMTP uses TCP port 25 on one end of the connection and a random port number on the other end.
The same two port numbers are usedughout the life of theonnection. Mail packets coming in

from the Internet will have a destination port of 25. Outbound packets will have the port numbers
reversed. The fact that the secure system behind the router always will be accepting mail connections
on port 25 is what makes it possible to separately control incoming and outgoing services.The access
list can be configured on either the outbound or inbound interface.

In the following example, the Ethernet network is a Class B network with the address 128.88.0.0,
and the mail host’s address is 128.88.1h2.keywordestablishedis used only for the TCP protocol

to indicate an established connection. A match occurs if the TCP datagram has the ACK or RST bits
set, which indicate that the packet belongs to an existing connection.

access-list 102 permit tcp 0.0.0.0 255.255.255.255 128.88.0.0 0.0.255.255 established
access-list 102 permit tcp 0.0.0.0 255.255.255.255 128.88.1.2 0.0.0.0 eq 25

interface ethernet 0

ip access-group 102

Policy-Based Distribution

Policy-based distribution is based on the premise that different departments within a common
organization might have different policies regarding traffic dispethimugh the gganization-wide
internetwork. Policy-based distribution aims to meet the differing requirements without
compromising performance and information integrity.

A policy within this internetworking context can be defined as a rule or set of rules that govern
end-to-end distribution of traffic to (and subsequently through) a backbone network. One
department might send traffic representing three different protocols to the backbone, but might wish
to expedite one particular protocol’s traribitough the backbone bagse it carries mission-critical
application information. To minimize already excessive internal traffic, another department might
want to exclude all backbone traffic except electronic mail and one key custom application from
entering its network segment.

These examples reflect policies specific to a single department. However, policies can reflect overall
organizational goals. For example, an organization might wish to regulate backbone traffic to a
maximum of 10 percent average bandwidth duringutiek day and one-minute peaks of 30 percent
utilization. Another corporate policy might be to ensure that communication between two remote
departments can freely occur, despite any differences in technology.

Different policies frequently require different work-group and department technologies. Therefore,
support for policy-based didtition implies suppoifor the wide range of technologies currently
used to implement these policies. This in turn allows you to implement solutioeappatt a wide
range of policies, which helps to increase organizational flexibility and application availability.

In addition to support for internetworking technologies, tinewst be a means both to keep separate
and integrate these technologies, as appropriate. The different technologies shbldddeoexist
peacefully or combine intelligently, as the situation warrants.
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Consider the situation depicted in Figure 1-12. Assume a corporate policy limits unnecessary
backbone traffic. One way to do this is to restrict the trégsson of Servic&dvertisement Protocol
(SAP) messages. SAP messages allow NetWare servers to advertise services to clients. The
organization might have another policy stating that all NetWare seslhocetd be provided locally.

If this is the case, there should be no reason for services to be advertised remotely. SAP filters
prevent SAP traffic from leaving a router interface, thereby fulfilling this policy.

Figure 1-12 Policy-Based Distribution: SAP Filtering
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Gateway Service

Protocol gateway capabilities are part of each router’s standard software. For example, DECnet is
currently in Phase V. DECnet Phase V addresses are different than DECnet Phase IV addresses. For
those networks where both types of hosts must coexist, two-way Phase IV/Phase V translation
conforms to Digital-specified guidelines. The routers interoperate with Digital routers, and Digital
hosts do not differentiate between the different devices.

The connection of multiple independent DECnet networks can lead to addressing problems. Nothing
precludes two independent DECnet administrators from assigning node address 10 to one of the
nodes in their respective networks. When the two networks are connected at some later time,
conflicts result. DECnedddress translation gatewayATGs) address this problem.

The ATG solution provides router-based translation between addresses in two different DECnet
networks connected by a router. Figure 1-13 illustrates an example of this operation.

Figure 1-13 Example DECnet ATG Implementation
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In Network O, the router is configured at address 19.4 and is a Level 1 router. In Network 1, the router
is configured at address 50.5 and is an area router. At this point, no routing information is exchanged
between the two networks. The router maintains a separate routing table for each network. By
establishing a translation map, packets in Network 0 sent to address 19.5 will be routed to Network
1, and the destination address will be translated to 50.1. Similarly, packets sent to address 19.6 in
Network O will be routed to Netork 1 asl9.1; packets sent to address 47.1 in Network 1 will be
routed to Network 0 as 19.1; and packets sent to 47.2 in Network 1 will be sent to Network 0 as 19.3.

AppleTalk is another protocol with multiple revisions, each with somewhat different addressing
characteristics. AppleTalk Phase 1 addresses are simple local forms; AppleTalk Phase 2 uses
extended (multinetwork) addressing. Normally, informasent from a Phase 2 node cannot be
understood by a Phase 1 node if Phase 2 extended addressing is used sRopbersuting
between Phase 1 and Phase 2 nodes on the same cable by using transitional routing.

You can accomplish transitional routing by attaching two router ports to the same physical cable.
Configure one port to support nonextended AppleTalkl@dther tasupport extended AppleTalk.
Both ports must have unique neirk numbers. Bckets are translated and sent out the other port as
necessary.

Interprotocol Route Redistribution

Media Translation

The preceding section, “Gateway Service,” discussedrbated protocol gateways (such as one

that translates between AppleTalk Phase 1 and Phase 2) can allow two end nodes with different
implementations to communicate. Routers can also act as gatewaystifog protocols.

Information derived from one routing protocol such as the IGRP can be passed to and used by
another routing protocol such as RIP. This is useful when running multiple routing protocols in the
same internetork.

Routing hformaion can be exchanged between any supported IP routing protocols. These include
RIP, IGRP, OSPF, HELLO, EGP, and BGP. Similarly, route redistribution is supported by ISO CLNS
for route redistribution between 1SO IGRP and IS-IS. Static route information can also be
redistributed. Defaults can be assigned so that one routing protocol can use the same metric for all
redistributed routes, thereby simplifying the routing redistribution mechanism.

Media translation techniques translate frames from one network system into frames of another. Such
translations are rarely 100 percent effective because one system might have attributes with no
corollary in the other. For example, Token Ring networks support a built-in priority and reservation
system while Ethernet networks do not. Translations between Token Ring and Ethernet networks
must somehow account for this discrepancy. It is possible for two vendors to make different
decisions about how this discrepancy will be handled, which can prevent multivendor
interoperation.

For those situations where communication between end stations on different media is required,
routers can translate between Ethernet and Token Ring frames. For direct bridging between Ethernet
and Token Ring environments, use either source-route translational bridging or source-route
transparent bridging (SRT). Source-routnslational bridging translates between Token Ring and
Ethernet frame formats; SRT allows routers to use both SRB and the transparent bridging algorithm
used in standard Ethernet bridging.

When bridging from the SRB domain to the transparent bridging domain, the SRB fields of the
frames are removed. RIFs are cached for use by subsequent return traffic. When bridging in the
opposite direction, the router checks the packet to see if it has a multicast or broadcast destination
or a unicast destination. If it has a multicast or broadcast destination, the packet is sent as a
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spanning-tree explorer. If it has a unicast destination, the router looks up the path to the destination
in the RIF cache. If a path is found, it will be used; otherwise, the router will send the packet as a
spanning-tree explorer. A simple example of this topologh@wn in Figure 1-14.

Figure 1-14 Source-Route Translational Bridging Topology

Transparent

bridging ring
Source-route
~ Transparent

bridged domain

/ bridging domain

Router /}

Source-route . %
translational bridging ~~-._.___.--~

Frames lose their RIFs in this direction

»
>

Frames gain RIFs in this direction

<<
<

S1514a

Routerssupport SRT throughmplementation of both transparent bridging and SRB algorithms on
each SRT interface. If an interface notes the presence of a RIF field, it uses the SRB algorithm; if
not, it uses the transparent bridging algorithm.

Translation between serial links running the SDLC protocol and Token Rings running LLC2 is also
available. This is referred to as SDLLC frame translation. SDLLC frame translation allows
connections between serial lines and Token Rings. This is useful for consolidating traditionally
disparate SNA/SDLC networks into a LAN-based, multiprotocol, multimedifdmne network.

Using SDLLC, routers terminate SDLC sessions, translate SDLC frames to LLC2 frames, and then
forward the LLC2 frames using RSRB over a pagypoint or IP networkSince a router-based IP
network can use arbitrary media such as FDDI, Frame Relay, X.25, or leased lines, routers support
SDLLC over all such media through IP encapsulation. A complex SDLLC configuration is shown

in Figure 1-15.
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Figure 1-15 Complex SDLLC Configuration
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Evaluating Local-Access Services

The following discussion addresses internetworking featurestipgbrt local-acceservices.
Local-access service topics outlined here include:

® Value-added network addressing

® Network segmentation

® Broadcast and multicast capabilities

® Naming, proxy, and local cache capabilities
® Media access security

® Router discovery

Value-Added Network Addressing

Addressschemes for AN-based networksuch as NetWare and others do not always adapt
perfectly to use over multisegment LANs or WANs. One tool routers implement to ensure operation
of such protocols is protocol-specifielper addressingHelper addressing is a mechanism to assist
the movement of specific traffic through awetk when that traffic might not otherwise transit the
network.
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The use ohelper addressinis best illustrated with an example. Consider the use of helper addresses
in Novell IPX internetworks. Novell clients send broadcast messages when looking for a server. If
the server is not local, broadcast traffic must be eough routers. Helper addresses and access
lists can be used together to allow broadcasts from certain nodes on one network to be directed
specifically to certain servers on another network. Multiple helper addresses on each interface are
suppored, so broadcast packets can be forwarded to multiple hosts. Figure 1-16 illustrates the use
of NetWare-based helper addressing.

Figure 1-16 Example Network Map lllustrating Helper Address Broadcast Control
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NetWare clients on Network AA are allowed to broadcast to any server on Network BB. An
applicable access list would specify that broadcasts of type 10 will be permitted from all nodes on
Network AA. A configuration-specified helper address identifies the addresses on Network BB to
which these broadcasts are directed. No other nodes on Network BB receive the broadcasts. No other
broadcasts other than type 10 broadcasts are routed.

Any downstream networks beyond Network AA (for example, some Network AA1) are not allowed
to broadcast to Network BB througtouter C1, unless the routers partitioning Networks AA and

AA1 are configured to forward broadcasts with a series of configuration entries. These entries must
be applied to the input interfaces and be set to forward broadcasts between directly connected
networks. In this way, traffic is passed along in a directed manner franometo network.

Network Segmentation
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The splitting of networks into more manageable pieces is an essential role played by local-access
routers. In particular, local-access routers implement local policies and limit unnecessary traffic.
Examples of capabilities that allow network designers to use local-access routers to segment
networks include IP subnets, DECnet area addressing, and AppleTalk zones.

You can use local-access routers to implement local policies by placing the routers in strategic

locations and by configuring specific segmenting policies. For example, you can set up a series of
LAN segments with different subnet addresses; routers would be configured with suitable interface
addresses and subnet masks. In general, traffic on a given segment is limited to local broadcasts,
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traffic intended for a specific end station on that segment, or traffic intended for another specific
router. By distributing hosts and clients carefully, you can use this simple method of dividing up a
network to reduce overall nebrk congestion.

Broadcast and Multicast Capabilities

Many protocols usbroadcastandmulticastcapabilities. Broadcasts are messages that are sent out

to all network destinations. Multicasts are messages sent to a specific subset of network destinations.
Routers inherently reduce broadcast proliferation by default. However, routers can be configured to
relay broadcast traffic if necessary. Under certain circumstances, passing along broadcast
information is desirable and possibly necessary. The key is that the handling of broadcasts and
multicasts can be controlled using routers.

In the IP world, as with many other technologies, broadcast requests are very common. Unless
broadcasts are controlled, wetrk bandwidth can be Beusly reduced. Routers offer various
broadcast-limiting functions that reduce network traffic and minimize broadcast storms. For
example, directed broadcasting allows for broadcasts to a specific network or a series of networks,
rather than to the entire internetwork. When flooded broadcasts (broadcasts sent threngitethe
internetvork) are necessary, Cisco routers support a techniquilet these broadcasts are sent

over a spanning tree of the network. The spanning tree ensures complete coverage without excessive
traffic because only one packet is sent over each network segment.

As discussed previously in “Value-Added Metrk Addressing,” broadcast assistance is
accommodated with tHeelper addressnechanisms. Using helper addresses, you can allow a router

or series or routers to relay broadcasts that would otherwise be blocked. For example, you can permit
retransmission of SAP broadcasts using helper addresses, thereby notifying clients on different
network segments of certain NetWare services available from specific remote servers.

Note For a case study on User Datagram Protocol (UDP) broadcast control, see Topic 4, “UDP
Broadcast Flooding” in the Cisco publicatimiernetworking Applications: Case Studies,
Vol. 1 No. 2.

The Cisco IP multicast feature allows IP traffic to be propagated from one source to any number of
destinations. Rather than sending one packet to each destination, one packet is sent to a multicast
group identified by a single IP destination group addregaulHcast provides excellestipport for

such applications as video and audio conferencing, resource discovery, and stock market traffic
distribution.

For full support of IP multicast, IP hosts must te@InterneGroup Management Patol (IGMP).

IGMP is used by IP hosts to report their multicast group memberships to an immediately
neighboring multicast router. The membership of a multicast group is dynamic. Multicast routers
send IGMP query messages on their attached local networks. Host members of a multicast group
respond to a query by sending IGMP reports for multicast groups to which they belong. Reports sent
by the first host in a multicast group supprhessending of identical reports from other hosts of the
same group.

The multicast router attached to the local network takes responsibility for forwarding multicast
datagrams from one multicast group to all other networks that have members in the group. Routers
build multicast group distribution trees (routing tables)red multicast packets have loop-free

paths to all multicast group members and so that multicast packets are not duplicated. If no reports
are received from a multicast group after a set number of IGMP queries, the multicast routers assume
the group has no local members and stop forwarding multicasts intended for that group.
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Cisco routers support Protocol Independent Multicast (PIM). PIM allows network administrators to
add IP multicast routing to their existing IP network regardless of what unicast routing protocol they
are using. PIM has two modetenseandsparse In dense mode, receivers are densely populated

and the assumption is that networks will probably use the forwarded data. In sparse mode, receivers
are widely distributed and the assumption is that the network segment will not use the information.

The Cisco router dynamically discovers Distance Vector Multicast Routing Protocol (DVMRP)
neighbors on the interfaces configured for PIM. Once these neighbors are discovered, the Cisco
router treats the interface as if there were a PIM neighbor present (with respect to flooding). The
Cisco router sends DVMRP Report messages advertising routes so that sources in the PIM cloud are
known to the DVMRP routers. IGMP Reports are sent fagralips known irthe PIM cloud so that

the DVMRP routers know there are group members present.

The Cisco router can also communicate with DVMRP systems using tunnels. You must configure
the IP addresses of the end-points of the tunnel and indicate that the tunnel operates in DVMRP
mode. When DMVRP tunnels are configured, the Cisco router caches DVMRP Reports received.
This is done so that Reverse Path Forwarding (RPF) checks are relative to sources reached over the
tunnel (without having to send unicast packets over the tunnel). DVMRP tunnels are useful to
connect PIM clouds to the MBONE (the Internet Multicast backbone). DVMRP can also be used to
connect PIM clouds and MOSPF (Multicast OSPF) clouds together.

Naming, Proxy, and Local Cache Capabilities
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Three key router capabilities help reduce network traffic and promote efficient internetworking
operation: name service support, proxy services, and local caching of network information.

Network applications and connection services provided over segmented internetworks require a
rational way to resolve names to addresses. Various facilities accommodate this requirement. Any
router you select must support the name services implemented for different end system
environments. Examples of supported name services include NetBIOS, IP's Domain Name System
(DNS) and IEN-116, and AppleTalk Name Binding Protocol (NBP).

A router can also act agpaoxy for a name server. The router’s support of NetBIOS name caching

is one example of this kind of capability. NetBIOS name caching allows the router to maintain a
cache of NetBIOS names, which avoids the overhead of transmitting all of the broadcasts between
client and server NetBIOS PCs (IBM PCs or PS/2s) in an SRB environment.

When NetBIOS name caching is enabled, the router does the following:

® Notices when any host sends a series of duplicate query frames and limits retransmission to one
frame per period. The time period is a configuration parameter.

® Keeps a cache of mappings between NetBIOS server and client names and their MAC addresses.
As a result, broadcast requests sent by clients to find servers (and by servers in reply to their
clients) can be sent directly to their destinations, rather than being broadcast across the entire
bridged network.

When NetBIOS name caching is enabled and default parameters are set on the router, the NetBIOS
name server, and the NetBIOS name client, approximately 20 broadcast packets per login are kept
on the local ring where they are generated.

In most cases, the NetBIOS name cache is best used in situations where large amounts of NetBIOS
broadcast traffic might create bottlenecks on a WAN that connects local internetworks to distant
locations.

The router is capable of saving bandwidth (or handling nonconforming name resolution protocols)
using a variety of other proxy facilities as well. By using routers to act on behalf of other devices to
perform various functions, you can more easily scale networks. Instead of being forced to add
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bandwidth when a new workgroup is added to a location, you can use a router to manage address
resolution and control message services. Examples of this kind of capability inclydexje
explorer feature of SRB and theoxy polling feature of STUN implementations.

Sometimes there are situations in which portions of networks are unable to participate in routing
activity or do not implement software conforming to generally implemented address-resolution
protocols. Proxy implementations on routers allow network designers to support tiesdkner

hosts without reconfiguring an internetwork. Examples of these kinds of capabilities include proxy
ARP address resolution for IP internetworks and NBP proxy in AppleTalk internetworks.

Local caches store previously learned information about the network so that new information
requests need not be issued each time the same piece of information is desired. A router’s ARP cache
stores physical address/network address mappings so that it need not broadcast ARP requests more
than once within a given time period for the same address. Address caches are maintained for many
other protocols as well, including DECnet, Novell’s IPX, and SRB, where RIF information is

cached.

Media Access Security

If all corporate information is readily available to all employees, security violations and
inappropriate file access can occur. To prevent this, routers must do the following:

® Keep local traffic from inappropriately reaching the backbone

® Keep backbone traffic from exiting the backbone into an inappropriate department or workgroup
network

These two functions require packet filtering. Packet filtering capabilities should be tailored to
support avariety of corporate policies. Packet filtering methods can reduce traffic levels on a
network, thereby allowing a company to continue using its current technology rather than investing
in more network hardware. In addition, packet filters can improve security by keeping unauthorized
users from accessing information and can minimize network problems caused by excessive
congestion.

Routerssupport a number of filteringchemes designed to provide control over network traffic
reaching the backbone. Perhaps the most powerful of these filtering mechanisms is the access list.
Each of the following possible local-access services can be pravidedh access lists:

® You have an Ethernet-to-Internet routing network and you want any host on the Ethernet to be
able to form TCP connections to any host on the Internet. However, you do not want Internet
hosts to be able to form TCP connections into the Ethernet except to the SMTP port of a
dedicated mail host.

® You want to advertise only one network through a RIP routing process.

® You want to prevent packets that originated on any Sun workstation from being bridged on a
particular Ethernet segment.

® You want to keep a particular protocol based on Novell IPX from establishing a connection
between a source network/source port combination and a destination network/destination port
combination.

Access lists physically prevent certain packets from traversing a particular router interface, thereby
providing a general tool for implementing network security. In addition to this method, several
specific security systems already exist to help increase network security. For example, the U.S.
Government has specified the use of an optional field within the IP packet header to implement a
hierarchical packet security system called the Internet Protocol Security Option (IPSO).
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IPSO support on routers addresses both the basic and extended security options described in a draft
of the IPSO circulated by the Defense Communications Agency. This draft document is an early
version of RFC 1108. IPSO defines security levels (for example, TOP SECRET, SECRET, and
others) on a per-interface basis and accepts or rejects messages based on whether they include
adequate authorization.

Some security systems are designed to keep remote users from accessingaitieumdgss they

have adequate authorization. For example, the Terminal Access Controller Access Control System
(TACACYS) is a means of protecting modem access into a network. The Defense Data Network
(DDN) developed TACACS toontrol access to its TAC terminal servers.

The router’s TACACS support is patterned after the DDN application. When a user attempts to start
an EXEC command interpreter on a password-protected line, TACACS prompts for a password. If
the user fails to enter the correct password, access is denied. Router administrators can control
various TACACS parameters, such as the number of retries allowed, the timeout interval, and the
enabling of TACACS accounting.

The Challenge Handshake Authentication Protocol (CHAP) is another way to keep unauthorized
remote users from accessing a network. It is also commonly used to control router-to-router
communications. When CHAP is enabled, a remote device (for example, a PC, workstation, router,
or communication server) attempting to connect to a local router is “challenged” to provide an
appropriate response.thie correct response is not provided, network access is denied.

CHAP is becoming popular because it does not require a secret password to be sent over the
network. CHAP is supported on all router serial lines usmigtRo-Point Protocol (PPP)
encapsulation.

Router Discovery

Hosts must be able to locate routers when they need access to devices external to the local network.
When more than one router is attached to a host’s local segment, the host must not only be able to
locate a router, it must be able to locate the router representing an optimal path to the destination.
This process of finding routers is callexiter discovery

The following are router discovery protocols:

® End System-to-Intermediate System (ES-IS)—This protocol is defined by the ISO OSI protocol
suite. It is dedicated to the exchange of information between intermediate systems (routers) and
end systems (hosts). ESs send “ES hello” messages to all ISs on the local subnetwork. In turn,
“IS hello” messages are sent from all ISs to all ESs on the local subnetwork. Both types of
messages convey the subnetwork andiogt-layer addresses of tegstems that generate them.
Using this protocol, end systems and intermediate systems can locate one another.

® |CMP Router Discovery Protocol (IRDP)—Although the issue is currently under study, there is
currently no single standardized manner for end stations to locate routers in the IP world. In many
cases, stations are simply configured manually with the address of a local router. However,
Request For Comments (RFC) 1256 outlines a router discovery protocol using the Internet
Control Message Protocol (ICMP). This protocol is commonly referred to as IRDP.

® Proxy Address Resolution Poaol (ARP)—ARP uses broadcast messages to determine the
MAC-layer address that corresponds to a particular internetwork address. ARP is sufficiently
generic to allow use of IP with virtually any type of underlying media-access mechanism. A
router that has proxy ARP enabled responds to ARP request®é$erhosts for which it has a
route, which allows hosts to assume that all other hosts are actually on their network.

® RIP—RIP is a routing protocol that is commonly available on IP hosts. Many hosts use RIP to
find the address of the routers on a LAN or, when there are multiple routers, to pick the best router
to use for a given internetwork address.
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Cisco routers support the router discovery protocols listed above. You can choose the router
discovery mechanism that works best in your particular environment.

Choosing Internetworking Reliability Options

The first concern of most network designers is to determine the required level of application
availability. In general, this key consideration is balanced against implementation cost. For most
organizations, the cost of making a network completely fault tolerant is prohibitive. Determining the
appropriate level of fault tolerance to be included in a network, and where redundancy should be
used is not trivial.

The nonredundant internetwork design in Figure 1-17 illustrates the considerations involved with
increasing levels of internetwork fault tolerance.

Figure 1-17 Typical Nonredundant Internetwork Design
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The internetwork shown in Figure 1-17 has two levels of hierarchy: a corporate office and remote
offices. Assume the corporate office has 8 Ethernet segments, to which approximately 400 users (an
average of 50 per segment) are connected. Each Ethernet segment is connected to a router. In the
remote offices, two Ethernet segments are connected to the corporate office through a router. The
router in each remote office is connected to the router in the corporate office through a T1 link.

The following sections address various approaches to creating redundant internetworks, provides
some context for each approach, and contrasts their relative merits and drawbacks. The following
four sections are provided:

® Redundant links versus meshed topologies
® Redundant power systems
® Fault-tolerant media implementations

® Backup router hardware
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Redundant Links versus Meshed Topologies

Typically, WAN links are the least reliable components in an internetwork, usually because of
problems in the local loop. In addition to being relatively unreliable, these links are often an order
of magnitude slower than the LANs they connect. However, because they are capable of connecting
geographically diverse sites, WAN links often make up the backbone network, and are therefore
critical to corporate operations. The combination of potentially suspect reliability, lack of speed, and
high importance makes the WAN link a good candidate for redundancy.

As a first step in making the example internetwork more fault tolerant, you might add a WAN link
between each remote office and the corporate office. This results in the topology shown in

Figure 1-18. The new topology has several advantages. First, it provides a backup link that can be
used if a primary link connecting any remote office and the corporate office fails. Second, if the
routerssupport load balancing, link bandwidth has now been increlaseeting response times for

users and increasing application availability.

Figure 1-18 Internetwork with Dual Links to Remote Offices
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Load balancing in transparent bridging and IGRP environments is another tool for increasing fault
tolerance. Routers alsoipport load balancing on either a per-packet or a per-destibasin all

IP environments. Per-packet load balancing is recommended if the WAN links are relatively slow
(for example, less than 56 kbps). If WAN links are faster than 56 kbps, enabling fast switching is
recommended. When fast switching is enabled, load balancing occurs on a per-destination basis.

Routers can automatically compensate for failed WAN links through routing algorithms of protocols
such as IGRP, OSPF, and IS-IS. If one link fails, the routing software recalculates the routing
algorithm and begins sending all traffic through another link. This allows applications to proceed in
the face of WAN link failure, improving application availability.

The primary disadvantage of duplicating WAN links to each remote office is cost. In the example

outlined in Figure 1-18, three new WAN links are required. In large star networks with more remote
offices, 10 or 20 new WAN links might be needed, as well as new equipment (including new WAN
router interfaces). A lower cost alternative that is becoming increasingly popular links the remote
offices using a meshed topology. This topology is illustrated in Figure 1-19.
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Figure 1-19 Evolution from a Star to a Meshed Topology
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In the “before” portion of Figure 1-19, any failure associated with either Link A or B blocks access
to a remote site. The failure might involve the link connection equipment, such as a data service unit
(DSU) or a channel service unit (CSU), the router (either the entire router or a single router port), or
the link itself. Adding Link C as shown in the “after” portion of the figure, offsets the effect of a
failure in any single link. If Link A or B fails, the affected remote site can still access the corporate
office through Link C and the other site’s link to the corporate office. Note also that if Link C fails,
the two remote sites can communicate thrathglir connections to the gquorate office.

A meshed topology has three distinct advantages over a redundant star topology:
® A meshed topology is usually slightly less expensive (at least by the cost of one WAN link).

® A meshed topology provides more direct (and, potentially, faster) communication between
remote sites, which translates to greater application availability. This can be useful if direct traffic
volumes between remote sites are relatively high.

® A meshed topology promotes distributed operation, preventing bottlenecks on the corporate
router and further increasing application availability.

A redundant star is a reasonable solution under the following conditions:
® Relatively little traffic must travel between remote offices.

® Traffic moving between corporate and remote offices is delasitdee and mission critical. The
delay and potential reliability problems associated with making an extra hop when a link between
a remote office and the corporate office fails might not be tolerable.

Redundant Power Systems

Power faults are common in large-scale networks. Because they can strike across a very local or a
very wide scale, power faults are difficult to preempt. Simple power prolitetusle dislodged

power cords, tripped circuit breakers, and local paueply failures. More eghsive power

problems include large-scale outages due to natural phenomena (such as lightning strikes) or
brown-outs. Each organization must assess its needs and the probability of each type of power
outage before determining which preventative actions to take.
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You can take many precautions to try to ensure that problems such as dislodged power cords do not
occur frequently. These fall outside the scope of this publication and will not be discussed here. This
publication focuses on issues addressable by inteonkihg devices.

From the standpoint of iatnetworking devices, dual power systems can prevent otherwise
debilitating failures. Imagine a situation where the so-called “backbone-in-a-box” configuration is
being used. This configuration calls for the connection of many networks to a router being used as
a “connectivity hub.” Benefits include a high-speed backbone (essentially the router’'s backplane)
and cost efficiency (less media). Unfortunately, if the router’s power system becomes faulty, each
network connected to that router loses its ability to communicate with all other networks connected
to that router.

Some backbone-in-a-box routers can address this requirement by providing redundant power
systems. In addition, many sites connect one power system to the local power grid and the other to
an uninterruptable power supply. If router power fails,rthager can continue to provide

connectivity to each connected network.

General power outages are usually more common than failures in a router’s power system. Consider
the effect of a site-wide power failure on redundant star and meshed topologies. If the power fails in
the corporate office, the organization might be seriomslgrivenienced. Key network applications

are likely to be placed at a centralized, corporate location. The organization could easily lose revenue
for every minute its network is down. The meshed network configuration is superior in this case,
because links between the remote offices would still be able to communicate with each other.

If power fails at a remote site, all connections to that remote site will be terminated, unless otherwise
protected. Neither the redundant star nor the meshed topology is superior. In both cases, all other
remote offices will still be able to communicate with the corporate office. Generally, power failures
in a remote office are more serious when network services are widely distributed.

To protect against local and site-wide power outages, some companies have negotiated an
arrangement with local power companies to use multiple power grids within their organization.
Failure within one power grid will not affect the network if all critical components have access to
multiple power grids. Unfortunately, this arrangement is very expensive and should only be
considered by companies with substantial resources, extremely mission-critical operations, and a
relatively high likelihood of power failures.

The effect of highly localized power failures can be minimized with prudent network planning.
Wherever possible, redundant components should use power supplied by different circuits. Further,
these redundant components should not be physically colocated. For example, if redundant routers
are employed for all stations on a given floor, these routers can be physically stationed in wiring
closets on different floors. This prevents local wiring closet power problems from affeéwing

ability of all stations on a given floor to communicate. Figure 1-20 shows such a configuration.
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Figure 1-20 Redundant Components on Differ ent Floors
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For some organizations, the need for fault tolerance is so great that potential power failures are
protected against with a duplicate corporate data center. Organizations with these requirements often
locate a redundant data center in another city, or in a part of the same city that is some distance from
the primary data center. All backend services are duplicated, and transactions coming in from remote
offices are sent to both data centers. This configuration requires duplicate WAN links from all
remote offices, duplicate network hardware, duplicate servers and server resources, and leasing
another building. Because this approach is so costly, it is typically the last step taken by companies
desiring the ultimate in fault tolerance.

Partial duplication of the data center is also a possibility. Several key servers and links to those
servers can be duplicated. This is a common compromise to the problem presented by power
failures.

Fault-Tolerant Media Implementations

Media failure is yet another possible network fault. Included in this category are all problems
associated with the media and its link to each individual end station. Under this definition, media
components include network interface controller (NIC) failures, lobe or attachment unit interface
(AUI) cable failures, transceiver failures, hub failures, and all failures associated with media
components (for example, the cable itself, terminators, and other parts). Many media failures are
caused by operator negligence and cannot easily be eliminated.

One way to reduce the havoc caused by failed media is to divide existing media into smaller
segments and support each segment wiferdifit hardware. This minimizes the effect of a failure
on a particular segment. For example, if you have 100 stations attached to a single hub, move some
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of them to other hubs. This reduces the effect of a hub failure and of certain subnetwork failures. If
you place an internetworking device (such as a router) between segments, you protect against
additional problems and cut subwetk traffic.

As shown in Figure 1-20, redundancy can be employed to help minimize media failures. Each
station in this figure is attached to two different media segments. NICs, hub ports, and interface
cables are all redundant. This approach doubles the cost of network connectivity for each end station
as well as the port usage on all internetworking devices, and is therefore only recommended in
situations where complete redundancy is required. It also assumes that end station software,
including both the network and the application subsystems, can handle and effectively use the
redundant components. The application safewor the networking software or both must be able to
detect network failures and initiate use of the other network.

Certain media access protocols have some fault-tolerant features built in. Token Ring multistation
access units (MAUS) can detect certain media connection failures and bypass the failure internally.
FDDI dual rings can wrap traffic onto the backup ring to avoid portions of the network with
problems. Partially as a result of their fault tolerant characteristics, use of these protocols is
increasing within companies with high reliability needs.

From a router’s standpoint, many media failures can be bypassed so long as alternate paths are
available. Using various hardware detection techniques, routers can sense certain media-level
problems. If routing updates or routing keepalive messages have not been received from devices that
would normally be reached through a particular router port, the router will soon declaceitbat

down and will look for alternate routes. Meshednweks provideghese alternate paths, allowing the

router to compensate for media failures.

Backup Router Hardware
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Like all other complex devices, routers and other internetworking devices develop hardware
problems. Where serious failures do occur, the use of dual routers can effectively reduce adverse
application availability effects. After a router failure, discovery protocols help end stations choose
new local routers with which to communicate. If each network connected to the failed router has an
alternate path out of the local area, complete connectivity will still be possible.

When backup routers are used, routing metrics can be setuceghathe backup routers will not

be used unless the primary routers are not functioning. Switchover is automatic and rapid. As an
example, consider the situation shown in Figure 1-21. In this network, dual routers are used at all
sites, with dual WAN links. If Router R1 fails, the routers on FDDI 1 will detect the failure by the
absence of messages from Router R1. Using any of a number of dynamic routing protocols,
Router A, Router B, and Router C will designate Router R3 as the new next hop on the way to
remote resources accessible via Router R4.
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Figure 1-21 Redundant FDDI Router Configuration
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Many networks are designed with multiple routers connecting particular LANs in order to provide
redundancy. In the past, the effectiveness of this design was limited by the speed at which the hosts
on those LANs detected a topology update and changed routers. In particular, IP hosts tend to be
configured with a default gateway or configured to use Proxy ARP in order to find a router on their
LAN. Convincing an IP host to change its router usually required manual intervention in order to
clear the ARP cache or to change the default gateway.

The Hot Sandby Router Protocol (HSRP) provides a solution which allows network topology
changes to be transparent to the host. HSRP will typically allow hosts to reroute in approximately
10 seconds. HSRP is supported on Ethernet, Token Ring, and FDDI. An HSRP group can be defined
on each LAN. All members of the group know the standby IP address and the standby MAC address.
One member of thgroup is elected thedeler. The lead router services all packets sent to the HSRP
group address. The other routers monitor the leader and act as HSRP routers. If the lead router
becomes unavailable, the HSRP router elects a new leader who inherits the HSRP MAC address and
IP address.

High-end routers (Cisct000 and AGS+ families) can support multiple MAC addresses on the same
Ethernet or FDDI interface, allowing the routers to simultaneously handle both traffic that is sent to
the standby MAC address and the private MAC address.

The commands used to enable HSRP and to configure an HSRP gretamdt® ip andstandby
group, respectively.
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CHAPTER

Designing Large-Scale IP
Internetworks

This chapter focuses on the following design implications with regard to the Enhanced Interior
Gateway Routing Protocol (IGRP) and Open Shortest Path First (OSPF) protocols, which are routing
protocols for the Internet Protocol (IP):

® Network topology

® Addressing and route sunamization
® Route selection

® Convergence

® Network scalability

® Security

Information provided in this chapter is organized around these central topics. An introductory
discussion outlines general routing protocol issues; subsequent discussions focus on design
guidelines for the specific IP protocols.

Implementing Routing Protocols

The following discussion provides an overview of the key decisions you must make when selecting
and deploying routing protocols. This discussion lays the foundation for subsequent discussions
regarding specific routing protocols.

Network Topology

The physical topology of an intermedrk is described by the complete setaiters and the
networks that connect them. Networks diswe a logical topology. Different routing protde
establish the logical topology in different ways.

Some routing protocols do not use a logical hierarchy. Such protocols use addressing to segregate
specific areas or domains within a given internetworking environment and to establish a logical
topology. For such nonhierarchical, or flat, protocols, no manual topology creation is required.

Other protocols require the creation of an explicit hierarchical topotogygh estalighment of a
backbone and logical areas. The OSPF and Intermediate System-to-Intermediate System (IS-1S)
protocols are examples of routing protocols that use a hierarchical structure. A general hierarchical
network scheme is illustrated in Figure 2ZFhe explicit topology in a hierarchical scheme takes
precedence over the topology createbtigh addressing.
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Figure 2-1 Hierarchical Network
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If a hierarchical routing protocol is used, the addressing topology should be assigned to reflect the
hierarchy. If a flat routing protocol is used, the addressing implicitly creates the topology.

There are two recommended ways to assign addresses in a hierarchical network. The simplest way
is to give each area (including the backbone) a uniqweonletaddress. An altaative is to assign
address ranges to each area.

Areas are logical collections of contiguous networks and hosts. Areas also include all the routers
having interfaces on any one of the included networks. Each area runs a separate copy of the basic
routing algorithm. This means that each area has its own topological database.

Addressing and Route Summarization

2-2

Route summarization procedures condense routing information. Without summarization, each

router in a networknust retain a route to every subnet in the network. With summarization, routers
can reduce some sets of routes to a single advertisement, thereby reducing both the load on the router
and the perceived complexity of the network. The importance of route summarization grows with
network size.

Figure 2-2 illustrates an example of route summarization. In this environment, Router R2 maintains
one route for all destination networks beginning with “B” and Router R4 maintains one route for all
destination natorksbeginning with “A.” This is the essence of route summarization. Router R1
tracks all routes because it exists on the boundary between “A” and “B.”
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Figure 2-2 Route Summarization Example
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The reduction in route propagation and routing information overhead can be significant. Figure 2-3
illustrates the potential savings. The vertical axis of Figure 2-3 shows the number of routing table
entries. The horizontal axis measures the number of subnets. Without summarization, each router in
a network with 1000 subnets musintain 1000 routes. With summarization, the picture changes
considerably. If you assume a Class B network with 8 bits of subnet address space, each router needs
to know all of the routes for each subnet in its network number (250 routes, assumir@pthat

subnets fall into four major networks of 250 renst each) plus one route for each of the other

networks (3) for a total of 253 routes. This represents a nearly 75 percent reduction in the size of the
routing table.

The preceding example shows the simplest type of route summarization: collapsing all the subnet
routes into a single network route. Some routing protocols also support rout@szation at any

bit boundary (rather than just at major network number boundaries) in a network address. A routing
protocol can only summarize on a baundary if it supportsariable-length subnet masks

(VLSMs).

Some routing protocols summarize automatically. Other routing protocols require manual
configuration to support route summarization.
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Figure 2-3 Route Summarization Benefits
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Route Selection

Route selection is trivial when only a single path to the destination exists. However, if any part of
that path should fail, there is no way to recover. Therefore, most networks are designed with multiple
paths so there are alternatives in case a failure occurs.

Routing protocols compare route metrics to select the best route from a group of possible routes.
Route metrics are computed by assigning a characteristic or set of characteristics to each physical
network. The metric for the route is an aggregation of the characteristics of each physical network
in the route. Figure 2-4 shows a typical meshed network with metrics assigned to each link and the
best route fronsource to destination identified.

Figure 2-4 Routing Metrics and Route Selection
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Routing protocols use different techniques for assigning metrics to individual networks. Further,
each routing protocol forms a metric aggregation in a different way.
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Convergence

Most routing protocols can use multiple paths if the paths have an equal cost. Some routing protocols
can even use multiple paths when paths have an unequal cost. In either case, load balancing can
improve overall allocation of nebrk bandwidth.

When multiple paths are used, there are several ways to distribute the packets. The two most
common mechanisms are per-packet load balancing and per-destination load balancing. Per-packet
load balancing distributes the packets across the possible routes in apnapogional to the route

metrics. With equal-cost routes, this is equivalent tauadeobin sbeme. One packet or

destination (depending on switching mode) is distributed to@asdible path. Per-destination load
balancing distributes packets across the possible routes based on destination. Each new destination
is assigned the next available route. This technique tends to preserve packet order.

Note Most TCP implementations can accommodate out-of-order packets. Howevefsarder
packets may cause performance degradation.

When fast switching is enabled on a router (default condition), route selection is done on a
per-destination basis. When fast switching is disabled, route selection is done on a per-packet basis.
For line speeds of 56 kbps and faster, fast switching is recommended.

Whennetworktopology changes, network traffic must reroute quickly. The phrase “convergence
time” describes the time it takes a router to start using a new route after a topology changes.

Routers must do three things after a topology changes:
® Detect the change.

® Select a new route.

® Propagate the changed route information.

Some changes are immediately detectable. For example, serial line failures that involve carrier loss
are immediately detectable by a router. Other failures are harder to detect. For example, if a serial
line becomes unreliable but carrier is not lost, the unreliable link is not immediately detectable. In
addition, some media (Ethernet, for example) do not provide physical indications such as carrier
loss. When a router is reset, other routers do not detect this immediately. In general, failure detection
is dependent on the media involved and the routing protocol used.

Once a failure has been detected, the routing protocol must select a new route. The mechanisms used
to do this are protocol dependent. All routing protocols must propagate the changed route. The
mechanisms used to do this are also protocol dependent.

Network Scalability

The ability to extend your internetwork is determined, in part, by the scaling characteristics of the
routing protocols used and the quality of the network design.

Network scalability is limited by two factors: operational issues and technical issues. Typically,
operational issues are more significant than technical issues. Operational scaling concerns
encourage the use of large areas or protocols that do not require hierarchical structures. When
hierarchical protocols are required, technical scaling concerns promote the use of small areas.
Finding the right balance is the art of network design.
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From a technical standpoint, routing protocols scale well if their resource use grows less than
linearly with the growth of the network. Three critical resouaresused by routing protocols:
memory, central processing unitRO), and bandwidth.

Memory
Routing protocols use memory to store routing tables and topology information. Route
summarization cuts memory consumption for all routing protocols. Keeping areas small reduces the
memory consumption for hierarchical routing protocols.

CPU

CPU usage is protocol dependent. Some protocols use CPU cycles to compare new routes to existing
routes. Other protocols use CPU cycles to regenerate routing tables after a topology change. In most
cases, the latter technique will use more CPU cycles than the former. For link state protocols,
keeping areas small and using summarization reduces CPU requirements by reducing the effect of a
topology change and by decreasing the number of routes that must be recomputed after a topology
change.

Bandwidth
Bandwidth usage is also protocol dependent. Three key issues determine the amount of bandwidth
a routing protocol consumes:

® When routing information is sent—Periodic updates are sent at regular intervals. Flash updates
are sent only when a change occurs.

® What routing information is sent—Complete updates contain all routing information. Partial
updates contain only changed information.

® Where routing information is sent—Floodegidates are sent to all reus. Bounded updates are
sent only to routers that are affected by a change.

Note These three issues also affect CPU usage.

Security

Controlling access to ngbrk resources is a primacpncern. Some routing protocols provide
techniques that can be used as part of a security strategy.

With some routing protocols, you can insert a filter on the routes being advertised so that certain
routes are not advertised in some parts of the network.

Some routing protocols have the ability to authenticate routers thatrati@g the same protocol.
Authentication mechanisms are protocol specific and generally weak. In spite of this, it is
worthwhile to take advantage of the techniques that exist. Authentication mechanisms can increase
network stability by preventing unauthorized routers or hosts from participating in the routing
protocol, whether those devices are attempting to participate accidentally or deliberately.
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Enhanced IGRP Internetwork Design Guidelines

A

The Enhanced Interior Gateway Routing Protocol (Enhanced IGRP) is a routing protocol developed
by Cisco Systems and introduced with Software Release 9.21 and Internetworking Operating
System (I0S) 10.0. Enhanced IGRP combines the advantages of distance-vector protocols, such as
IGRP, with the advantages of link state protocols, such as Open Shortest Path First (OSPF).
Enhanced IGRP uses the Diffusing Update ALgorithm (DUAL) to achieve convergence quickly.

Enhanced IGRP includes support for IP, Novell NetWare, and AppleTalk. The discussion on
Enhanced IGRP is divided into the following sections:

® Network topology

® Addressing

® Route summarization
® Route selection

® Convergence

® Network scalability

® Security

Note Although the general discussion covered in this section is applicable to IP, IPX, and
AppleTalk Enhanced IGRP, IP issues are highlighted here. For case studies on how to integrate
Enhanced IGRP into IP, IPX, and AppleTalk networks, including detailed configuration examples
and protocol-specific issues, see Topic 1, “Integrating Enhanced IGRP into Existing Networks” in
the Cisco publicationternetwork Applications: Case Studies, Vol. 1 No. 2

Caution If you are usingandidate default rout@ IP Enhanced IGRP and have installed multiple
releases of Cisco router software within your intemeek that indude any versions prior to

September 1994, contact your Cisco technical support representative for version compatibility and
software upgrade information. Refer to your software release notes for details.

Enhanced IGRP Network Topology

Enhanced IGRP uses a non-hiehacal (or flat) topology by default. Enhanced IGRP automatically
summarizes subnet routes of directly connected networks atvarketumber boundaryhis
automatic summarization is sufficient for most IPweatks. See the secti6Bnhanced IGRP Route
Summarization” later in this chapter for more detail.

Enhanced IGRP Addressing

The first step in designing an Enhanced IGRRvoék is to decide ohow to address the network.

In many cases, a company is assigned a single NIC address (such as a ClasskBaderess) to

be allocated in a corporate internetwork. Bit-wise subnetting and variable-length subnetalak ma
(VLSMs) can be used in combination to save address space. Enhanced IGRR qoifés the use

of VLSMs.

Consider a hypothetical network where a Class B address is dividexsubrtietworksand
contiguous groups of these subnetwaks summarized by Enhanced IGRP. The Class Bankt
156.77.0.0 might be subdivided as illustrated in Figure 2-5.
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Figure 2-5 Variable-Length Subnet Masks (VLSMs) and Route Summar ization
Boundaries
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In Figure 2-5, the letters x, y, and z represent bits of the last two octets of the Class B network as
follows:

® The fourx bits represent the route summarizationdary.
® The fivey bits represent up to 32 subnp&s summary route.
® The severz bits allow for 126 (128-2) hosts per subnet.

Appendix A, “Subnetting an IP Address Space,” provides a complete example illustrating
assignment for the Class B addr&§¢€.100.0.0.

Enhanced IGRP Route Summarization

With Enhanced IGRP, subnet routes agdtly connected neforks are automaticallpjummarized
at network number boundaries. In addition, a network administrator can configure route
summarization at any interface with any bit boundary, allowing ranges of networks to be
summarized arbitrarily.

Enhanced IGRP Route Selection

Routing protocols compare route metrics to select the best route from a grougiloerasites. The
following factors are important to understand when designing an Enhanced IGRP internetwork.

Enhanced IGRP uses the same vector of metrics as IGRP. Separate metric values are assigned for
bandwidth, delay, reliability and load. By default, Enhanced IGRP computes the metric for a route
by using the minimum bandwidth of each hop in the path and adding a media-specific delay for each
hop. The metrics used by Enhanced IGRP are as follows:

® Bandwidth

Bandwidth is deduced from the interface type. Bandwidth can be modified witiankevidth
command.

® Delay

Each media type has a propagation delay associated with it. Modifying delay is very useful to
optimize routing in network with satellite links. Delay can be modified wittléh@y command.
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® Reliability

Reliability is dynamically computed as a rolling weighted average over five seconds.
® Load

Load is dynamically computed as a rolling weighted average over five seconds.

When Enhanced IGRP summarizes a group of routes, it uses the metric of the best route in the
summary as the metric for the summary.

Note Forinformation orEnhanced IGRP load sharing, see the section “IP Routing Protocols with
Parallel Links” in Chapter 3, “Designing SRB Internetworks.”

Enhanced IGRP Convergence

Enhanced IGRP implements a hew convergence algorithm known as DUAL (Diffusing Update
ALgorithm). DUAL uses two techniques that allow Enhanced IGRP to converge very quicdtly. F

each Enhanced IGRP router stores its neighbors routing tables. This allows the router to use a new
route to a destination instantly if anotfieasibleroute is known. If no feasible route is known based
upon the routing information previously learned from its neighbors, a router running

Enhanced IGRP becomastivefor that destination and sends a query to each of its neighbors asking
for an alternate route to the destination. These queries propagate until an alternate route is found.
Routers that are not affected by a topology change rgmaasiveand do not need to be involved in

the query and response.

A router using Enhanced IGRP receives full routing tables from its neighbors when it first
communicates with the neighbors. Thereafter, achigngedo the routing tables are sent and only
to routersthat areaffectedby the change. Auccessors a neighboring router that is currently being
used for packet forwarding, provides tbast costroute to the destination, and is not part of a
routing loop. Information in the routing table is basedeasible successorBeasible successor
routes can be used in case the existing route fails. Feasible successors proextdehst-cogtath
without introducing routing loops.

The routing table keeps a list of the computed costs of reaching networks. The topology table keeps
a list of all routes advertised by neighbors. For each network, the router keeps the real cost of getting
to that network and also keeps the advertised cost from its neighbiwe. éwent of a failure,
convergence is instant if a feasible successor can be found. A neighbor is a feasible successor if it
meets the feasibility condition set BYJAL. DUAL finds feasible successors by the performing the
following computations:

1 Determines membership of;VV, is the set of all neighbors whose advertised distance to
networkx is less than FD. (FD is the feasible distance and is defined as the best metric during an
active-to-passive transition.)

2 Calculates [yin Dpin is the minimum computed cost to netwark

3 Determines membership obVV,is the set of neighbors that are in V1 whose computed cost to
networkx equals Dy,

The feasibility condition is met wheny\has one or more members.

The concept of feasible successors is illustrated in Figure 2-6. Consider Router A's topology table
entries for network 7. Router B is thaccessowith a computed cost of 31 to reach network 7,
compared to the computed costs of Router D (230) and Router H (40).
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Figure 2-6 DUAL Feasible Su ccessor
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If Router B becomes unavailable, Router A will go through the following 3-step process to find a
feasible successor for network 7:

Step 1 Determining which neighbors have an advertised distance to network 7 that is less than
Router A's feasible distance (FD) to network 7. The FD is 31 and Router H meets this
condition. Therefore, Router H is a member gf V

Step 2 Calculating the minimum computed cost toWetk 7. Router H provides a cost of 40, and
Router D provides a cost of 230,,[pis, therefore, 40.

Step 3 Determining the set of neighbors that are invikhose computed cost to matrk 7 equals
Dunin (40). Router H meets this condition.

The feasible successor is Router H which provides a least cost route of 40 from Router A to
network 7.

If Router H, now, also becomes unavailable, Router A performs the following computations:

Step 1 Determines which neighbors have an advertised distancevionkef that is less than the
FD for network 7. Because both Router B and H have become unavailable, only Router D
remains. However, the advertised cost of Router D to network 7 is 220 which is greater than
Router As FD (31) to network 7. Router D, therefore, cannot be a membegr oh¥ FD
remains at 31—the FD can only change during an active-to-passive transition, and this did
not occur. There was no transition to active state for network 7; this is knowocad a
computation

Step 2 Because there are no members of V1, there can be no feasible successors. Router A,
therefore, transitions from passive to active state for network 7, and querigglitsong
about network 7. There was a transition to active; this is knownliffsising computation
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Note For more details on Enhanced IGRP convergence, see Appendix E, “References and
Recommended Reading,” for a list of reference papers and materials.

The following example and graphics further illustrate how Enhanced KuRports vitually
instantaneous convergence in a changing internetwork environment. In Figure 2-7, all routers can
access each other and Network N. The computed cost to reach other routers and Network N is
shown. For example, the cost from Router E to Router B is 10. The cost from Router E to network
N is 25 (cumulative of 10 + 10 + 5 = 25).

Figure 2-7 DUAL Example (part 1): Initial Network ~ Connect ivity
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In Figure 2-8, the connection between Router B and Router E fails. Router E sends a multicast query
to all of its neighbors and puts network N into an active state.

Figure 2-8 DUAL Example (part 2): Sending Queries
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Next, as illustrated in Figure 2-9, Router D determines that it has a feasible successor. It changes its
successor from router E to router C, and sends a reply to router E.

Figure 2-9 DUAL Example (part 3): Switching to a Feasible Successor

Network N

s

=

:
Router E Router D

<«
D replies

S2888

In Figure 2-10, Router E has received replies from all neighbors and therefore brings network N out
of active state. Router E puts network N into its routing table at a distance of 60.

Figure 2-10 DUAL Example (part 4): Final Network Connectivity
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Note Router A, Router B, and Rouber C were not involved in route recomputation. Router D
recomputed its path to network N, but without first needing to learn new routing information from

its downstream neighbors.

2-12 Internetwork Design Guide



OSPF Internetwork Design Guidelines

Enhanced IGRP Network Scalability

Network scalability is limited bywo factors: operational issues and technical issues. Operationally,
Enhanced IGRP provides easy configuration and growth. Technically, Enhanced IGRP uses
resources at less than a linear rate with the growth ofrsoriet

Memory

A router running Enhanced IGRP stores all routes advertised by neightibas B@an adapt

quickly to alternate routes. The more neighbors a router has, the more memory a router uses.
Enhanced IGRP automatic route aggregation bounds the routing table growth naturally. Additional
bounding is possible with manual route aggregation.

CPU

Enhanced IGRP uses the DUAL algorithm to provide fast convergence. DUAL recomputes only
routes which are affected by a topology change. DUAL is not computationally complex, so it does
not require a lot of CPU.

Bandwidth

Enhanced IGRP uses partial updates. Partial updates are generated only when a change occurs; only
the changed information is sent, and this changed information is sent only to the routers affected.
Because of this, Enhanced IGRP is very efficient in its usage of bandwidth. Some additional
bandwidth is used by Enhanced IGRP’s HELLO protocol to maintain adjacencies between
neighboring routers.

Enhanced IGRP Security

Enhanced IGRP is available only on Cisco routers. This prevents accidental or malicious routing
disruption caused by hosts in a network.

In addition, route filters can be set up on any interface to prevent learning or propagating routing
information inappropriately.

OSPF Internetwork Design Guidelines

OSPF is an Interior Gateway Protocol (IGP) developed for use in Internet Protocol (IP)-based
internetworks. As an IGP, OSPF distributes routirfgimaion between routers belonging to a

single autonomous system (AS). An AS is a group of routers exchanging routing information via a
common routing protocol. The OSPF protocol is based on shortest-path-first, or link state,
technology.

The OSPF protocol was developed by the OSPF working group of the Internet Engineering Task
Force (IETF). It was designed expressly for the Internet Protocol (IP) environment, including
explicit support for IP subnetting and the tagging of externally derived routing information. OSPF
Version 2 is documented in Request for Comments (RR€Y.

Whether you are building an OSPF intemaitk from the ground up or converting your
internetwork to OSPF, the following design guidelines provide a foundation from which you can
construct a reliable, scalable OSPF-based environment.

Designing Large-Scale IP Internetworks 2-13



OSPF Internetwork Design Guidelines

Two design activities are criticallyniportant to a sucesful OSPF implementation:
® Definition of area boundaries
® Address assignment

Ensuring that these activities are properly planned and executed will make all the diffeyenae in
OSPF implementation. Each is addressed in more detail with the discussions that follow. These
discussions are divided into six sections:

® OSPF network topology

® OSPF addressing and route summarization
® OSPF route selection

® OSPF convergence

® OSPF network scability

® OSPF security

Note For a detailed case study on how to set up and configure RIP and OSPF redistribution, see
Topic 1, “RIP and OSPF Redistribution” in theernetworking Applications: Case Studies
publication, Vol. 1 No. 1.

OSPF Network Topology

OSPF works best in a hiechical routing environment. The first and most important decision when
designing an OSPF neork is to de¢rmine which routers and links are to be included in the
backbone and which are to be included in each area.

There are severatiportant guidelines to consider whaesigning an OSPF topology:

® The number of routers in an area—OSPF uses a CPU-intensive algorithm. The number of
calculations that must be performed givelink state packets is proportionalidog n As a
result, the larger and more unstable the area, the greater the likelihood for performance problems
associated with routing protocol recalculation. Generally, an area should have no more than 50
routers. Areas with unstable links should be smaller.

® The number of neighbors for any one route—OSPF floods all link state changes to all routers
in an area. Routers with many neighbors have the wmtto do when link state changes occur.
In general, any one router should have no more than 60 neighbors.

® The number of areas supported by any one route+A router must run the link state algorithm
for each link state change that ocdarevery area in which the router resides. Every area border
router is in at least two areas (thekizone and one area). In general, to maximize staluility,
router should not be in one than three areas.

® Designated router selectior-In general, the designated router and backup designated router on
a local-area network (LAN) have the most OSPF work to do. It is a good idea to select routers
that are not already heavily loaded with CPU intensive activities to be the designated router and
backup designated router. In addition, it is generally not a good idea to select the same router to
be designated router on many LANs simultaneously.

The discussions that follow address tamylissues that are specifically related to the backbone and
the areas.
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Backbone Considerations

Stability andredundancyare the most important criteria for the backbone. Stability is increased by
keeping the size of the backbone reasonable. This is caused by the fact that every router in the
backbone needs to recompute its routes after every link state change. Keeping the backbone small
reduces the likelihood of a change and reduces the amount of CPU cycles required to recompute
routes. As a general rule, itis a good idea to have each area (including the backbone) contain no more
than 50 routers. If link quality is high and the number of routes is small, the number of routers can
be increased.

Redundancy is important in the backbone to prevent partition when a link fails. Good backbones are
designed so that no single link failure can cause a partition.

OSPF backbones must be contiguous. All routers in the backbone should be directly connected to
other backbone routers. OSPF includes the concept of virtual links. A virtual link creates a path
between two arelorder routergan areaorder router is a router connectsaaea to the backbone)

that are not directly connected. A virtual link can be used to heal a partitioned backbone. However,
it is not agood idea to design an OSPF network to require the use of virtualTimkstability of a

virtual link is determined by the stability of the underlying area. This dependency can make
troubleshooting more difficult. laddition, virtual links cannot run across stub areas. See the section
“Backbone-to-Area Route Advertisement,” later in this chapter for a detailed discussion of stub
areas.

Avoid placing hosts (such as workstations, file servers or other shared resources) in the backbone
area. Keeping hosts out of the backbone area simplifies inteme¢xpansion and creates a more
stable environment.

Area Considerations

Individual areas must be cogtious. In this antext, a contiguous area is one in which a continuous

path can be traced from any router in an area to any other router in the same area. This does not mean
that all routers must share a common network media. It is not possible to use virtual links to connect

a partitioned area. Ideally, areas should be richly connected internally to prevent partitioning.

The two most critical aspects of area design follow:
® Determining how the area is addressed
® Determining how the area is connected to the backbone

Areas should have a cogtious set of networ&nd/or subnet addresses. Without a contiguous

address space, it is not possible to implement route summarization. The routers that connect an area
to the backbone are calladea border routersAreas can have a single area border router or they

can have multiple area border routers. In general, it is desirable to have more than one area border
router per area to minimize the chance of the area becoming disconnected frookbunéa

When creating large-scale OSPF internetworks, the definition of areas and assignment of resources
within areas must be done with a pragmatic view of your interorét The folowing are general

rules that will help ensure that your internetwork remains flexible and provides the kind of
performance needed to deliver reliable resource access.

® Consider physical proximity when defining areas—If a particular location is densely connected,
create an area specifically for nodes at that location.

® Reduce the maximum size of areas if links are unstable—If your internetwork includes unstable
links, consider implementing smaller areas to reduce the effects of route flapping. Whenever a
route is lost or comes online, each affected area must converge on a new topology. The Dykstra
algorithm will run on all the affected routers. By segmenting your internetwork into smaller
areas, you can isolate unstable links and deliver more reliable overall service.
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OSPF Addressing and Route Summarization

Address asgnment and route summarization are inextricably linked when designing OSPF
internetvorks. To create a scalabl&®F internetwork, you should implement route siarination.

To create an environment capable of supporting route summarization, you must implement an
effective hierarchical addressing scheme. The addressing structure that you implement can have a
profound impact on the performance and scalability of your OSPF internetwork. The following
sections discuss OSPF route summarization and three addressing options:

® Separate network numbers for each area

® Network Information Center (NIC)-authorized address aceasted using bit-wise subnetting
and VLSM

® Private addressing, with a “demilitarized zone” (DMZ) buffer to the official Internet world

Note You should keep your addieg scheme as simple as possible, but be wary of
oversimplifyingyouraddress assignment scheme. Although simplicity in addressing saves time later
when operating and troutslkooting your network, taking short cuts can have cerésiers
consequences. In building a scalable addressing environment, use a structured approach. If
necessary, use bit-wise subnetting—but maketbhataoute summarization can be accomplished at
the area border routers.

OSPF Route Summarization

2-16

Route summarization is extremely desirable for a reliable and scalable OSPF internetwork. The
effectiveness of route summarization, and your OSPF implementation in general, hinges on the
addressing scheme that you adopt. Summarization in an OSPF internetwork occurs between each
area and the backbone area. Summarization must be configured manually in OSPF.

When planning your OSPF intermeirk, congder the following issues:

® Be sure that your network addressing scheme is configuttddisthe range of subnets assigned
within an area is contiguous.

® Create an address space that will permit you to split areas easily as your network grows. If
possible, assign subnets according to simple botetdaries. If youannot assign addresses in
an easy-to-remember and easy-to-divide manner, be sure to haxeugtitydefined addressing
structure. If you know how your entire address space is assigned (or will be assigned), you can
plan for changes more effectively.

® Plan ahead for the addition of new routergaar OSPF environment. Be sutet new routers
are inserted appropriately as area, backbone, or border routers. Because the addition of new
routers creates a new topology, inserting new routers can cause unexpected routing changes (and
possibly performance changes) when your OSPF topology is recomputed.
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Separate Address Structures for Each Area

One of the simplest ways to allocate addresses in OSPF is to assign a separatennetherkor
each area. With this scheme, you create a backbone and multiple areas, and assign a separate IP
network number to each area. Figure 2-11 illustrates this kind of area allocation.

Figure 2-11 Assignment of NIC Addre sses Example
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The following are the basic steps for creating such a network:
Step 1 Define your structure (identify areas and allocate nodes to areas).
Step 2 Assign addresses to networks, subnets, and end stations.

In the network illustrated in Figure 2-11, each area has its own unique NIC-assignas.atitkse
can be Class A (the backbone in Figure 2-11), Class B (Areas 4 and 6), or Class C (Area 5).

The following are some clear benefits of assigning separate address structures to each area:

® Address assignment is relatively easy to remember.

® Configuration of routers is relatively easy and mistakes are less likely.

® Network operations are streamlined because each area has a simple, unique network number.

In the example illustrated in Figure 2-11, the route summarization configuration at the area border
routers is greatly simplified. Routes from Area 4 injecting into the backbone can be summarized as
follows: all routes starting with 150.98 are found in Area 4

The main drawback of this approach to address assignment is that it wastes address space. If you
decide to adopt this approach, be sure that area border routers are configured to do route
summarization. Summarization must be explicitly set; it is disabled by default in OSPF.
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Bit-Wise Subnetting and VLSM

Bit-wise subnetting and variable-length subnetwork masks (VLSMs) can be used in combination to
save address space. Consider a hypothetical network where a Class B address is subdivided using an
area mask and distributed among 16 areas. The Class B network, 156.7igi ®esubdivided

as illustrated in Figure 2-12.

Figure 2-12 Areas and Subnet Masking
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In Figure 2-12, the lettens y, andz represent bits of the last two octets of the Class B network as
follows:

® The fourx bits are used to identify 16 areas.
® The fivey bits represent up to 32 subnpes area.
® The severz bits allow for 126 (128-2) hosts per subnet.

Appendix A, “Subnetting an IRddress Space” provides a complete examplstilating
assignment for the Class B address 150.100.0.0. It illustrates both the corgeptmésksnd the
breakdown of large subnets into smaller ones using VLSMs.

Private Addressing

Private addressing is another option often cited as simpler than developing an area scheme using
bit-wise subnetting. Although private address schemes provide an excellent level of flexibility and
do not limit the growth of your OSPF internetwork, they have certain disadvantages. For instance,
developing a large-scale internetwork of privately addressed IP nodes limits total access to the
Internet, and mandates the implementation of what is referred tdeasititarized zonéDMZ). If

you need to connect to the Internet, Figure 2-13 illustrates the way in which aDMdes a buffer

of valid NIC nodes between a privately addressed network and the Internet.

All nodes (end systems and routers) on the network in the DMZ must have NIC-assigned IP
addresses. The NIC might, for example, assign a single ClassvGrketumber to youThe DMZ

shown in Figure 2-13 has two routers and a single application gateway host (Garp). Router A
provides the interface between the DMZ and the Internet, and Router B provides the firewall
between the DMZ and the private address environment. All applications that need to run over the
Internet must access the Internet through the application gateway.
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Figure 2-13 Connect ing to the Internet from a Privately Addr  essed Network
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Note For a case study on network security that includ&sinaion on how to set up firewall
routers and communication servers, see Topic 3, “Increasing Security on IP Networks” in the
Internetwork Applications: Case Studimsblication, Vol. 1 No. 1.

Route Summarization Techniques

Route summarization is particularly important in an OSPF environment because it increases the
stability of the network. If route summarization is being used, routes within an area that change do
not need to be changed in the backbone or in other areas.

Route summarization addresses two important questions of route information distribution:

® What information does the backbone need to know about each area? The answer to this question
focuses attention on area-to-backbone routing information.

® \What information does each area neekhtmw about the backbone and other areas? The answer
to this question focuses attention on backbone-to-area routing information.
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Area-to-Backbone Route Advertisement
There are several key considerations when setting up your OSPF areas for proper summarization:

® OSPF route summarization occurs in the area border routers.

® OSPF supports VLSM, so it is possible to summarize on any bit boundary in a network or subnet
address.

® OSPF requires manual summarization. As you design the areas, you need to determine
summarization at each area border router.

Backbone-to-Area Route Advertisement
There are four potential types of routing information in an area:

® Default. If an explicit route cannot be found for a given IP network or subnetwork, the router will
forward the packet to the destination specified in the default route.

® Intra-area routes. Explicit network or subnet routes must be carried for all netwstksnets
inside an area.

® |Interarea routes. Areas may carry explicit network or subnet routes for networks or subnets that
are in this AS but not in this area.

® External routes. When different ASs exchange routing information, the routes they exchange are
referred to as external routes.

In general, it is desirable to restrict routimjdrmafon in any area to the minimal set that the area
needs.

There are three types of areas, and they are defined in accordance with the routing information that
is used in them:

® Non-stub areas—Non-stub areas carry a default route, static routes, intra-area routes, interarea
routes and external routes. An area must be a nonstub area when it contains a router that uses both
OSPF and any other protocol, such as the Routing Information Protocol (RIP). Such a router is
known as an autonomous system border router (ASBR). An area must also be a nonstub area
when a virtual link is configured across the area. Non-stub areas are the most resource-intensive
type of area.

® Stub areas—Stub areas carry a default route, intra-area routes and interarea routes, but they do
not carry external routes. Stub areas are recommended for areas that have only one area border
router and they are often useful in areas with multiple laoeder routers. See “Controlling
Interarea Traffic,” later in this chapter for a detailed discussion of the design trade-offs in areas
with multiple area border routers.There are two restrictions on the use of stub areas: virtual links
cannot be configured across them, and they cannot contain an ASBR.

® Stub areas without summaries—Software releases 9.1(11), 9.21(2), and 10.0(1) angpeter
stub areas without summaries, allowing you to create areas that carry only a default route and
intra-area routes. Stub areas without summaries do not carry interarea routes or external routes.
This type of area is recommended for simple configurations where a single router connects an
area to the backbone.
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Table 2-1 shows the different types of areas according to the routing information that they use.

Table 2-1 Routing Information Used in OSPF Areas

Default Intra-area  Interarea External
Area Type Route Routes Routes Routes
Nonstub Yes Yes Yes Yes
Stub Yes Yes Yes No
Stub without summaries Yes Yes No No

Note Stub areas are configured using dnea area-id stub router configuration command. Routes
are summarized using theea area-idrange address maskouter configuration command. Refer to
your Router Products Configuration GuidadRouter Products @mmand Referengaublication

for more information regarding the use of these commands.

OSPF Route Selection

When designing an OSPF internetwork for efficient route selection, consider three important topics:
® Tuning OSPF metrics
® Controlling interarea traffic

® |Load balancing in OSPF internetworks

Tuning OSPF Metrics

The default value for OSPF metrics is based on bandwidth. The following characteristics show how
OSPF metrics are generated:

® Each link is given a metric value based on its bandwidth. The metric for a specific link is the
inverse of the bandwidth for that link. Link metrics are normalized to give FDDI a metric of 1.
The metric for a route is the sum of the metrics for all the links in the route.

Note In some cases, your network might implement a media type that is faster than the fastest
default media configurable for OSPF (FDDI). An example of a faster media is ATM. By default, a
faster media will be assigned a cost equal to the cost of an FDDI link—a link state metric cost of 1.
Given an environment with both FDDI and a faster media type, you must manually configure link
costs to configure the faster link with a lower metric. Configure any FDDI link with a cost greater
than 1, and the faster link with a cost less than the assigned FDDI link cost. ifsespfcost

interface configuration command to modify link state cost.

® When route summarization is enabled, OSPF uses the metric of the best route in the summary.

® There are two forms of external metrics: type 1 and type 2. Using an external type 1 metric results
in routes adding the internal OSPF metric to the external route metric. External type 2 metrics do
not add the internal metric to external routes. The external type 1 metric is generally preferred.
If you have more than one external connection, either metric can affect how multiple paths are
used.
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Controlling Interarea Traffic

Load Balancing in

When an area has only a single area border router, all traffic that does not belong in the area will be
sent to the area border router.

In areas that have multiple area border routers, two choices are available for traffic that needs to
leave the area:

® Use the arehorder router closest to the originator of the traffic. (Traffic leaves the area as soon
as possible.)

® Use the areborder router closest to the destion of the traffic. (Traffic leaves the area as late
as possible.)

If the area border routers inject only the default route, the traffic goes to the area border router that
is closest to the source of the traffic. Generally, this behavior is desirable becausioada

typically has higher bandwidth lines available. However, if you want the traffic to use the area border
router that is nearest the destination (so that traffic leaves the area as late as possiblehgtttearea
routers should inject summaries into the area instead of just injecting the default route.

Most netvork designers prefer to avoid asymmetric routing (that is, using a different path for packets
that are going from A to B than for those packets that are going from B to A.) It is important to
understand how routing occurs between areas to avoid asymmetric routing.

OSPF Internetworks

Internetwork topologies are typically designed to provide redundant routes in order to prevent a
partitioned network. Redundancy is also useful to provide additional bandwidth for high traffic

areas. If equal-cost paths between nodes exist, Cisco routers automatically load balance in an OSPF
environment.

Cisco routers can use up to four equal-cost paths for a given destination. Packets might be distributed
either on a per-destination (when fast switching) or a per-packet basis. Per-destination load
balancing is the default behavior. Per-packet load balancing can be enabled by turning off fast
switching using theo ip route-cacheinterface configuration command. For line speeds of 56 kbps

and faster, it is recommended that you enable fast switching.

OSPF Convergence

One of the most attractive features about OSPF is the ability to quickly adapt to topology changes.
There are two components to routing convergence:

® Detection of topology changes—OSPF uses two mechanisms to detect topology changes.
Interface status changes (such as carrier failure on a serial link) is the first mechanism. The
second mechanism is failure of OSPF to receive a hello packet from its neighbor within a timing
window called adead timerOnce this timer expires, the router assumes the neighbor is down.
The dead timer is configured using thespf dead-interval interface configuration command.
The default value of the dead timer is four times the value of the Hello interval. That results in a
dead timer default of 40 seconds for broadcast networks and 2 minutes for nonbroadcast
networks.

® Recalculation of routes—Once a failure has been detected, the router that detected the failure
sends a link state packet with the change information to all routers in the area. All the routers
recalculate all of their routes using the Dykstra (or SPF) algorithm. The time required to run the
algorithm depends on a combination of the size of the area and the number of routes in the
database.
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OSPF Network Scalability

Your ability to scale an OSPF internetwork depends on your overall network structure and
addressing scheme. As outlined in the preceding discussions concerning network topology and route
summarization, adopting a hierarchical addressing environment and a structured address assignment
will be the most important factors in determining the scalability of your inteovkt

Network scalability is affected by operational and technical considerations:

® Operationally, OSPF networks shoulddesigned so that areas do not need to be split to
accommodate growth. Address space should be reserved to permit the addition of new areas.

® Technically, scaling is determined by the utilization of three resources: memory, CPU, and
bandwidth.

Memory
An OSPF router stores all of the link states for all of the areas that it is in. In addition, it can store
summaries and externals. Careful use of summarization and stub areas can reduce memory use
substantially.

CPU
An OSPF router uses CPU cycles whenever a link state change occurs. Keeping areas small and
using summarization will dramatically reduce CPU use and will create a more stable environment
for OSPF.

Bandwidth

OSPF sends partial updates when a link state change occurs. The updates are flooded to all routers
in the area. In a quiet network, OSPF is a quiet protocol. In a network with substantial topology
changes, OSPF minimizes the amount of bandwidth used.

OSPF Security

Two kinds of security are applicable to routing protocols:
® Controlling the routers that participate in an OSPF network

OSPF contains an optional authentication field. All routers within an area must agree on the value
of the authentication field. Because OSPF is a standard protocol available on many platforms,
including some hosts, using the authentication field prevents the inadvertent startup of OSPF in
an uncontrolled platform on your network and reduces the potential for instability.

® Controlling the routingriformation that routers exchange

All routers must have the same data within an OSPF area. As a result, it is not possible to use route
filters in an OSPF network to providecskity.
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CHAPTER S

Designing SRB Internetworks

This chapter discusses source-route bridg8®B) and remote source-route bridging (RSRB). SRB
is evaluated within two contexts: Systems Network Architecture (SNA) and NetBIOS.

The challenge for any SRB internetwork occurs when the scale exceeds what was originally intended
by IBM. When SRB technology was invented in the mid-eightiegad viewed as a local

technology that would interconnect a few rings and terminate at a remote 3745. This technology
encountered problems when non-IBM protocols were required to coexist with native Token Ring
traffic. Source-route bridges were intended to be the primary internetworking tool for creating a
corporate-wide Token Ring internetwork. These bridges were never meant to scale to the level that
many customers require. This chapter addresses the challenges of this environment and aims to help
networkdesigners successfully implement SRB within a large, multiprotocol topology.

This chapter is grouped into the following primary topics:
® SRB technology and implementation overview
® Internet Protocol (IP) routing protocol selection and implementation

® SRB network design recommendations and guidelines

Note For information concerning IBM serial line connections, refer to Appendix B, “IBM Serial
Link Implementation Notes.”

SRB Technology Overview and Implementation Issues

The following discussions address SRB-related technology, features provided to support SRB
requirements, and implementation issues that can affect large-scale, router-based SRB networks.
Specific topics include:

® Typical SRB Environments

® Multiport Bridging

® Explorer Packets and Propagation
® NetBIOS Broadcast Handling

® LAN Framing

® WAN Framing

® WAN Parallelism
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® WAN Frame Sizes
® SNA Host Configuration Considerations for SRB

Note If you have eight or fewer routers operating as SRBs, you can skip this chapieoably
do not need to tune your network.

Typical SRB Environments

SRB is used in three types of user environments:

® Many end stations to few end stations (hierarchical)—In a hierarchical SNA network, end users
from multiple access sites need connectivity to a host site through a limited number of front end
processors (FEPS).

® Many end stations to several end stations (distributed)—Many users need to access a limited
number of servers or a limited number of devices, such as an AS/400.

® Any to any (flat)—End users at any site need to access end stations at any other site.

The following discussions evaluate SRB environment design issties aontext of these user
environments.

Multiport Bridging
The fundamental design of an SRB as initially created by IBM was a two-port, ring-to-bridge-to-ring
combination. IBM also created a half-bridge configuration that consisted of a
ring-to-wide-area-network (WAN) combination followed by a second WAN-to-ring half-bridge
combination.

To allow more than two rings, multiport routers adopt an implementation that allows SRBs to
include multiple rings on a single intermatrking node. This is @aomplished via theirtual ring
capability. A virtual ring is a conceptual entity that connects two or more physical rings together
either locally or remotely. Figure 3-1 illustrates the concept of multiport bridges and a virtual ring.
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Figure 3-1
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The concept of virtual rings can be expanded across router boundaries. A large virtual ring can
connect several access points to a central router with an FEP. Figure 3-2 illustrates this expansion.
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Routerssupport simple bridgingnultiport bridging, and connections to both local and remote
virtual rings. A virtual ring configuration is required to communicate with remote rings. The
half-bridge configuration is not supported. The IBM half bridge does not use the concept of virtual
rings; two IBM half bridges use two rings. The virtual ring advantage isdpadgy that feattes

many SRBs. In such an arrangement only a single unit is required at a central site.

Remote virtual rings have a property not found in physical ring topoldbretogical connectivity

is determined by the network administrator. Two options are available: partially meshed topologies
(sometimes calletedundant star topologi¢®r fully meshed topologies. In a partially meshed
topology, a single central location (such as an FEP Token Ring), is connected to all access locations.
Each access location is logically connected to the central FEP rings and is not connected to any other
ring. Partially meshed topologies using virtual rings do not petim&tt communication between

remote rings. However, communication is allowed from the central ring to the remote rings, which
also allows communication among remote rings thrahghcentral ring.

In a fully meshed virtual ring topology, any ring can communicate with any other ring. Figure 3-3
and Figure 3-4 illustrate partially meshed and fully meshed topologies. In the partially meshed
topology depicted in Figure 3-3, all rings are logically bridged to Token Ring 10. The access rings
are not bridged together. In the fully meshed topology illustrated in Figure 3-4, all rings are bridged
to all other rings.

Figure 3-3 Typical Hierarchical Topology
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In the topology illustrated in Figure 3-3, each of the access routers is a peer to the FEP router. They
are not peers to each other. Thus, SRB is enabled between all rings and Token Ring 10 and is not
enabled between Token Rings 20, 30, 40, 50 and Token Ring 60.

Assuming this is only a hierarchical SNA environment, users connected to these rings do not have
SRB connectivity. Broadcasts are not forwarded across the lower layer rings (Token Rings 20
through 60); broadcasts only are sent from Token Ring 10 to or from the other rings.
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Figure 3-4 Typical Fully Meshed (Flat) Topology
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In the topology illustrated in Figure 3-4, each router is a peer to each other router. All rings are
logically bridged to all other rings. The actual physical topology is less important than the logical
topology. In Figure 3-4, the same logical topology can exist even if there are no physical connections
between the access routers.
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Explorer Packets and Propagation

Once you build a network oing and bridge combinations, you must have a method for the end
stations to find other end stations in thewak.

An IBM bridge uses a system ekplorer packemarkingto propagate routingnformation through

an SRB internetork. The explorer packet is produced by the source end stationaakddn

(updated) by each bridge that it traverses. The marked field is called the Routing Information Field
(RIF). Two important transactions occur in the explorer packet handling exchange: the transmission
of the explorer packet and the reply by the end station to the explorer packets that it receives.

In this environment, the source end stations must know the Token Ring Media Access Control
(MAC) address of the destination end stations. Once the MAC address is understood, the source end
station produces an explorer packet.

The source-route bridge updates the explorer packet to include its bridge-ring combination in the
explorer packet’s RIF in the MAC frame. By accumulating this information, the explorer packet
gathers a hop-by-hop description of a path through the SRB network. In addition, the bridge
forwards the explorer to each destination ring it encounters, therefore creating a complete
topological map for each end station trying to find its way through the network.

Explorer Packet Types

There are three types of explorer packigisal explorer packetspanning explorer packetand
all-routes explorer packets
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Note All-routes explorer packets are also knowralkgings explorer packet and spanning
explorer packets are also knownsasgle-routeandlimited-route explorer packets

A local explorer packet is generated by some end systems (either NetBIOS or SNA) to find a host
connected to the local ring. Once this event has occurred without finding a local host, the end station
produces either a spanning explorer or an all-routes explorer packet. This behavior depends on the
type of end station. SNA end stations generally produce an all-routes explorer packet. NetBIOS end
stations produce a spanning explorer packet.

Note As of IOS Release 10.2, Cisco supports auto spanning tree (AST) for SRB. The
implementation of AST in IOS Release10.2 is based on the IEEE 802.1 standard and is fully
compatible with IBM PC bridging. New global and interface configuration commands are required
to configure a router for AST. Once configured, AST can be enabled and disabled through LAN
Network Manager (LNM). The following discussion of spanning tree explorer packets applies to the
manual spanning tree functionality available in software releases prior to 10S 10.2.

To pass a spanning explorer packet on a router, the configuration for the router’s Token Ring
interface must have theource-bridge spanningnterface configuration command for the specific
ring. If this interface command is not included, spanning explorer packets are discarded.

In contrast, an alfoutes explorer pket can find any valid SRB ring. No specific router
configuration other than specification of SRB is required to pass all-routes explorer packets.

Explorer packet processing works as illustrated in Figure 3-5. If End station X sends an all-routes
explorer packet, bridge B1 and bridge B2 both forward the explorer packet. End station Y receives
two all-routesexplorer packets in this configuration. End station Y responds to each of the all-routes
explorer packets by sending a directed, nonbroadcast packet. In the example illustrated in

Figure 3-5, four packets are generated:

® 2 all-routes explorer packets inbound (to end station Y)

® 2 nonbroadcast packets outbound (from end station Y)

Figure 3-5 Explorer Packet Processing (Al |-Routes Broadcast)
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Figure 3-6 illustrates an end station sending a spanning explorer packet. Bridge B1 and bridge B2
make their respective forwarding decisions based on whether or not spanning is enabled. Assume
bridge B1 has spanning enabled and bridge B2 does not have spanning enabled. Bridge B1 forwards
the spanning explorer packet, and bridge B2 does not. End station Y receives one spanning explorer
packet and returns an all-routes explorer packet for each single route received. As before, bridge B1
and bridge B2 forward the all-routes explorer packet. In this example, the following packets are
generated:

® 1 spanning explorer packet inbound (to end station Y)

® 2 all-routes explorer packets outbound (to end station X)

Figure 3-6 Explorer Packet Processing (Spanning Explorer Broadcast)
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If spanning were enabled on bridge B2, it would also forward the spanning explorer packet. The
following packets would be generated:

® 2 spanning explorer packets inbound (to end station Y)

® 4 all-routes explorer packets outbound (to end station X)

Note In general, there should be only a single path through the network for spanning explorer
packets. If redundancy is required, a trade-off should be made between automatic redundancy and
tolerance for additional explorer packet traffic. Where redundancy is required, AST should be used.

Redundancy can be achieved in marstances within the router-based cloud as a result of
encapsulation in either TCP or IP, the latter calagt Sequenced Transp¢RST). To contrast
redundancy provided by a pure SRB environment and an interietombining roung

capabilities with SRBs, consider the networks illustrated in Figure 3-7, Figure 3-8, and Figure 3-9.
Figure 3-7 illustrates a pure bridged network. Figure 3-8 and Figure 3-9 illustrate an SRB network
running over routers.
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Figure 3-7 Redundancy in a Pure SRB Network
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In Figure 3-7, two SRB paths exist between Token Ring 10 and Token Ring 20:
® Token Ring 10 to split bridge B3 to Token Ring 20
® Token Ring 10 to split bridge B2 to Token Ring 30 to split bridge B1 to Token Ring 20

If spanning is enabled on both paths, the traffic resulting from a spanning explorer broadcast from
the server is as follows:

® 2 spanning explorer packets inbound (to server)
® 4 all-routes explorer packets outbound (to client)

In router-based networks, the same type of redundancy is achieved in a different, more efficient
manner as illustrated in Figure 3-8 and Figure 3-9.
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Figure 3-8 Redundancy in a Router-Based SRB Net work ( Physical Router Connectivity)
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With the network illustrated in Figure 3-9, there is only one SRB path between Token Ring 10 and
Token Ring 20. The path is Token Ring 10 to bridge A to virtual ring 100 to bridge B to
Token Ring 20. When the client sends a spanning explorer packet, the following occurs:

® 1 spanning explorer packet inbound (to server)
® 2 all-routes broadcasts outbound; one to the client on Token Ring 10 and one to Token Ring 30

These broadcast rules are valid even when spanning is enabled on all the routers. In this example,
spanning does not affect the traffic. The redundancy is a result of router-to-router traffic handling.

Each explorer packet is modified and copied at each destination ring when a multiring bridge is
connected to more than two rings or to a virtual ring with multiple remote destinations. The virtual
ring in these cases operates indistinguishably from a physical ring. The RIFs are modified exactly
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as if the virtual ring were a physical ring. Because all source-route bridges are designed to forward
packets, frame copying can be a limiting factor in both large-scale bridges and topologies with many
Token Rings. In these topologies, your most important job as a network designer is to prevent
excessive forwarding of explorer packets, which can disable an entirerket

Most source-route bridges do not propagate an explorer packet onto a ring from whighst has
arrived. As a result, explorer packets are not copied from a virtual ring back to the same virtual ring
even in the presence of valid remote peers.

Figure 3-10 illustrates a situation where incoming explorer packets arriving on virtual ring 1A are
transmitted to bridge 1, but are not copied back to virtual ring 1A even in the presence of multiple
remote peer statements pointing to virtual ring 1A. This is desirable behavior. Bridge 2 does not
forward frames that originated from bridge 1 because the frame has been on virtual ring 1A.

Figure 3-10 Virtual Ring and Explorer  Packet Behavior
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In contrast, Figure 3-11 illisates a topology that can result in a storm of explorer packets. In this
topology, two virtual rings are separated by physical Token Ring 2.

Figure 3-11 Virtual Ring Topology Resulting in Explorer Packet Storms
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An incoming explorer packet arriving on virtual ring 1A is propagated to physical Token Ring 2
through bridge 1. This explorer packet is then propagated into bridge 2 and copied 40 times for each
remote peer statement. Because the SRB protocol does not scale effectively, it results in this kind of
explorer packet explosion that is the cause of much of the performpestdems in Token Ring
environments. The bridge must modify and copy the explorer packet in the CPU, causing inefficient
use of the CPU and system bus for copying and modifying each explorer packet bound for a new
destination.

You can reduce the number of forwarded explorer packets by enabling the explorer packet
processing queue. The queue is used to divide traffic into data frames and explorer packets, as
illustrated in Figure 3-12.

Figure 3-12 Queuing Process Resulting in the Division of Frames bet ween Real Data and
Explorer Packets
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Reducing the number of forwarded explorer packets improves overall efficiency by allowing the
CPU to spend more cycles transmitting frames for routing and bridging and less time copying,
modifying, and forwarding explorer packets. To enable the explorer packet processing queue, use
the following global configuration command (available with Software Release 9.1.8(5) and
subsequent releases):

source-bridge explorerg-depthnumber
The value ohumberspecifies the queue depth. The default valusuofberis 30 queue entries.

The disadvantage of enabling the explorer packet processing queue is the potential for suboptimal
paths. For most SRB networks that are plagued by excessive explorer packet, this potential is an
acceptable trade-off.

Limiting the copying of explorer packets is an important factor in designing SRB networks. Poorly
designed SRB networks can collapse under high explorer packet copying loads and the resulting
volume of explorer packet traffic. Although goodamtetwork design, such as a single unified

virtual ring, can eliminate large-scale explorer packet copying, this solution does not scale infinitely.
For very large internetworks, contact your technical support representative for more information
about specific limitations. Also, refer to “SRB Metrk Design” later in thislktapter for more
information about how different topologies scale.
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Proxy Explorer

Another way of limiting explorer packet traffic is use gnexy explorefeature. The function of the

proxy exploretfeature is to create an explorer packet reply cache, the entries of which are reused
when subsequent explorer packets need to find the same host. The proxy explorer feature allows the
SRB networldesigner to minimize exploding explorer packet traffiotighout the network.

Routers cache the explorer packet reply and reuse it for subsequent explorer packets that are
searching for the same MAC address.

Proxy explorer functionality is very useful in traditional SNA configurations dmeaost explorer
packets are destined for a single FEP on a single ring. However, if the host to be reached is an FEP
on two rings (with a single locally administered address duplicated on both rings), this feature will
select a single path without the possibility of redundant paths from a single router. Different routers
can use different paths.

If your configuration does not involve duplicate FEPs with the same locally administered address,
you can use the proxy explorer function in any SNA environment. Use the following interface
configuration command:

source-bridge proxy-explorer

NetBIOS Broadcast Handling

NetBIOS stations issue broadcasts for several reasons: to verify at startup that a station’s name is
unique in the network, to find the route to a particular server, and to provide a heartbeat function to
maintain connectivity between servers and requesters. These broadcasts are addressed either to a
specific name, or to the NetBIOS functional address (such as CO00 0000 0080). Station requests,
such as a NAME QUERY frame, are sent as a spanning explorer broadcast to a unique NetBIOS
name, and the correspondingpense is returned as a broadcast of all-routes explorer packets.

NetBIOS is a broadcast-intensive protocol that can quickly consume lower bandwidth bridge paths.
To address this problem, the router provides four different methods of preventing single and
all-routes broadcast traffic from consuming your network:

® NetBIOS name caching

® NetBIOS datagram broadcast handling
® NetBIOS broadcast throttling

® NetBIOS broadcast damping

NetBIOS Name Caching

NetBIOS name caching allows the router to maintain a cache of NetBIOS names that it uses to avoid
the high overhead of transmitting many of the broadcasts used between client and server PCs in an
SRB environment.

Name caching allows the router to detect when any host sends a series of duplicate query frames
and to limit the host to one frame per configurable time period. The name cache includes a cache of
mappings between NetBIOS server and client names and their MAC addresses. The name cache
allows the router to send broadcast requests from clients to find servers and from servers in reply to
their clients directly to their destinations, rather than having to send the broadcast across the entire
bridged network.
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In most cases, the NetBIOS name cache is best used in situations where large amounts of broadcast
traffic creates bottlenecks on the WAN media. The traffic savings of NetBIOS name caching is
probably not worth the router processor overhead, however, when two local-area network (LAN)
segments are interconnected.

As NetBIOS broadcasts traverse the router, the router caches the NetBIOS name contained in
NAME-QUERY and NAME-RECOGNIZED broadcast frames along with the station MAC

address, RIF, and the physical port from which the broadcast was received. Because the router has
the NetBIOS name as well as the route to the station, it spomd locally to broadcasts and

eliminate the overhead of propagating broadcast frames throughout the network.

NetBIOS name caching can be enabled on each interface by using the following interface
configuration commands:

source-bridge proxy-explorer

netbios enable-name-cache
Thesource-bridge proxy-explorercommand is a prerequisite for NetBIOS name caching.
To limit proxy-explorer to NetBIOS only, uske following configuration command:

source-bridge proxy-netbios-only

NetBIOS Name Caching Operation

Figure 3-13 illustrates the NetBIOS name caching process. Workstation A issues a NAME-QUERY
frame looking for server C. The single-route broadcast is propagated to all rings in the network and
server C responds with a NAME-RECOGNIZED response as a broadcast of all-routes explorer
packets. The all-routes broadcast propagatesitivout the network, and gerates two duplicate
NAME-RECOGNIZED responses to workstation A, each with different routes reflected in the MAC
header. Workstation A and server C are now cached in routers 1, 2, and 3.

Workstation B now broadcasts a NAME-QUERY frame also looking for server C. The broadcast is
received by router 1, which finds server C in its cache. To verify that server C and the cached route
are still available, the router converts the broadcast frame to a directed frame using the cached RIF
information, forwards the NAME-QUERY frame, and starts the RIF validate-age timer. When server
C receives the NAME-QUERY frame, itgigonds with a NAME-RECOGNIZED (all-routes)

broadcast. If the router receives server C's response before the validate-age timer expires, it keeps
the RIF information; if not, the router deletes the RIF information from the cache.

Router 3 copies the NAME-RECOGNIZED broadcast and checks its cache for workstation B. If an
entry exists, the all-routes broadcast is converted to a directed frame and is forwarded to
workstation B. This example demonstrates that once a station’s name has been broadcast into the
network and its name is cached, no further broadcasts traverse the network. Without name caching,
the broadcast activity in a network with 100 fully meshed ring segments can become a serious issue.
The use of NetBIOS name caching significantly reduces the bandwidth consumed by nonproductive
broadcast traffic.
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Figure 3-13 NetBIOS Name Caching Process
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Each NetBIOS name cache entry is aged out of the table if activity has not occurred for a given name
within a configurable period of time. Aging ensures the information in the cache is current and that
the cache is kept to a minimum size to maintain optimal performance.

The following global configuration command controls the name caching age timer:
netbios name-cache timeouminutes

The default is 15 minutes.

NetBIOS Datagram Broadcast Handling

The router also checks the NetBIOS name cache when it receives NetBIOS datagram broadcasts
(addressed to unique names), which allows the router to handle NetBIOS datagram broadcasts
locally in a way that is similar to NAME-QUERY and NAME-RECOGNIZED broadcast handling.
The difference is that datagram broadcasts are generally one-way flows with no corresephding

If datagram broadcasts represent a small percentage of overall broadcast traffic, you can disable
datagram handling and avoid expending additional router overhead for relatively minor effect. This
decision can only be made with an understanding of your broadcast traffic patterns.
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NetBIOS Broadcast Throttling

NetBIOS applications broadcast by issuing multiple successive copies of the broadcast frame into
the network. For example, IBM’s OS/2 LAN Requester sends six successive copies of a
NAME-QUERY frame, with a pause of a half second between each repeated transmission. Some
applications allow you to tune this behavior, but tuning NetBIOS broadcasts is difficult to maintain
if the number of NetBIOS workstations in yourwetk is high.

As illustrated in Figure 3-14, when NetBIOS name caching is enabled, the router forwards the first
of these six broadcasts, and drops the duplicate five broadcasts. The duplicate broadcasts (which
originated from the same station), continue to be dropped until the dead timer expires. Two global
configuration commands control relevant timers:

netbios name-cache query-timeouseconds
The default is 6 seconds.
netbios name-cache recognized-timeowgtconds

The default is 1 second.

Figure 3-14 Throttling NetBIOS Broadcasts
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NetBIOS Broadcast Damping
The router remembers the physical port from which a NetBIOS station’s route was cached. As a
result, the router can remember where a cached station resides relative to the router. If the router
receives a broadcast frame that is addressed to a cached NetBIOS name and if the router knows the
route to that station exists off of the same interface, the router does not need to forward the broadcast
to find the target station. Instead, the router drops the broadcast and prevents unnecessary broadcast
traffic from traversing the network.

Designing SRB Internetworks 3-15



SRB Technology Overview and Implementation Issues

As illustrated in Figure 3-15, a NetBIOS broadcast addressed to server D is received by router 1 on
interface TO. Router 1 finds a cached entry for server D which indicates that the route to server D is
via interface TO. Because the broadcast was received on TO and because the route to server D is via
TO, the broadcast is prevented from continuing on in the network, and the requester finds server D
via the local SRB topology.

Figure 3-15 NetBIOS Broadcast Damping
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LAN Framing

Framing for SRB networks is straightforward. Using a basic IEEE 802.5 frame with Logical Link
Control, type 2 (LLC2) 802.2 framing, a RIF field follows the source MAC field in the IEEE 802.5
frame. The presence of a RIF field is indicated by setting the Routing Information Identifier (RIl),
which is the high-order bit of the source MAC field.
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A router with SRB configured evaluates incoming frames based on IEEE 802.5 values, which is
mostly a Subnetork AccessProtocol (SNAP) evaluation. Once the router determines whether the
packet is to be routed, it evaluates whether to use SRB based on the value of the RII bit. If the bit is
set and the router is not configured to route a specific protocol, the router sends the frame using SRB.
Figure 3-16 illustrates this decision process.

Figure 3-16 Decision Process for Identifying Routable versus SRB Packets

Frame
arrives

LLC

SNAP Y Send to
indicates —> -
routable routing process
protocol
Y
> Source-

route bridge

Ignore frame

S156la

A RIF frame has certain peculiarities that can be a challenge to decode. For example, one of the bits
in the RIF indicates whether it is refidnt-to-back or back-to-front. Figure 3-17 outlines basic RIF
content.
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Figure 3-17 RIF Format

Destination Source .
address address RIF (optional) Info ECS
RC = Routing control
RII u/L coe RD = Routing designator

F

Routing Universal or < RC —>»|< RD > !
informaton local bit :
indicator ;
'II_' Ring Bridge
o No. No. [~

H g

3

2]

<
A
Y

Length Maximum 8
of RIF ring/bridge pairs

When mixing SRB networks with multiprotocol routers, routers provide a feature oallédng

that provides several benefits. The first benefit is realized when connecting a multiprotocol router to
an existing pure SRB network to support routable protocols (such as Novell's IPX). In this case, the
multiring feature allows you to connect IPX and SRBaweks seamlessly by routing IPX even in

the presence of SRB framing. IPX stations can be linked via SRBriet or locally connected to

a Token Ring with SRB framing. A router will route to the IPX station by first exploring for the
station and then framing each Token Ring frame with RIl and a RIF.

The second benefit of multiring is that all outgoing packets for a specific routable protocol are
framed in an SRB frame. The router creates a valid SRB frame by transmitting an explorer packet
to create a valid RIF entry for the SRB frame of a routable network packet.

The third benefit of multiring is that it allows a smooth transition from a previously framed SRB
network to a routed network. For instance, a locally connected Token Ring can either use an IPX
frame or an SRB frame depending on what is currently in use. To leverage existing IPX servers with
SRB drivers, you just need to configure multiring for that specific Token Ring.

A typical multiring interface configuration example might be as follows:

interface tokenring 0
source-bridge 10 1 100
multiring ipx spanning
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WAN Framing

Routers recognize two forms of SRB. The firdbisal SRB, which is characterized by either the
standard single ring-to-bridge-to-ring combination, or a flexible form using a multiple
ring-to-bridge-to-virtual ring arrangement. The second form of SRB involves WAN connections and
is calledremoteSRB (RSRB).

The framing that occurs to support WAN activities is twofold. First, the SRB frame is encapsulated
in one of three ways: Transmission Control Protocol/Internet Protocol (TCP/IP) encapsulation, Fast
Sequence Transport (FST) encapsulation, or direct High-Level Data Link Control (HDLC)
encapsulation. Next, the frame is placed in the WAN frame fagpeopriate WAN media, such as
HDLC, Frame Relay, or Switched Multimegabit Data Service (SMDS).

If you select direct encapsulation for a WAN serial like, you avoid the overhead of encapsulating
into either IP or TCP. The datagram is framed directly into HDLC. Direct encapsulation for WAN
frames only works for HDLC. Over a multiaccess media, such as Ethernet or Fiber Distributed Data
Interface (FDDI), direct encapsulation can be used to transmit data from one router to another.

Selection of encapsulation is critical to the performance of the underlying network and affects the
degree to which the topology can scale to very large networks of Token Rings. Each encapsulation
form is addressed in the following sections.

TCP/IP Encapsulation

TCP/IP encapsulation is the most common encapsulation format. Figure 3-18 illustrates a
TCP/IP-encapsulated SRB frame. The chief benefit of TCP/IP encapsulation is a robust set of
capabilities to ensure reliable transport.

Figure 3-18 SRB Frame Encapsulated in TCP/IP with HDLC Header
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Because many tasks are involved in TCP/IP encapsulation, such as packet reotheimgtimers

for retransmission, and sendingkaowledgments, TCP/IP encapsidatimposes a high cost in

terms of CPU overhead. For both LANs and WANs, TCP/IP encapsulation incurs additional CPU
overhead because all framing occurs in the CPU and the resulting IP frame is then process-switched,
which incurs additional overhead. (Process switching and its associated costs are discussed in
“Process Switching,” later in this chapter.)

Because of the high overhead associated with TCP/IP encapsulation, there is a significant upper
boundary to maximum traffic forwarding. Performance is not the only condivausing TCP/IP;

fewer connections to other SRB rings can be supported using TCP/IP than any other encapsulation
because of processor overhead required to maintain the TCP structure. In general, you should limit
the maximum number of remote peers connected to a single Cisco CSC/4 or RP card using TCP/IP
encapsulation. Issues that can affect the acceptable number of remote peers include link speed,
traffic load, number of supported protocols, routing platform implemented, and the level of other
non-SRB activity occurring in the router.
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Consult with your router technical support representative when implementing TCP/IP encapsulation
in environments that might be sensitive to performance or involve large numbers of remote peers.

Fast Sequenced Transport (FST) Encapsulation

Fast Sequenced Transport (FST) encapsulation is an alternative to TCP/IP encapsulation. FST
encapsulation creates an IP frame with a sequence number; this frame is transmitted to an IP
destination. At arrival, FST encapsulation strips the IP frame. If the sequence number of the arriving
frame is greater than the sequence number of the last frame that arrived, FST encapsulation places
the frame on the destination ring. If the sequence number of the arriving frame is less than the last
frame transmitted by FST encapsulation, the frame is discarded, and the router relies ospbe tra
mechanism of LLC2 to request the discarded oradwdrder frames to be retransmitted.

FST encapsulation is configured on a per-remote-ring basis. A typical example of ugstg the
keyword with thesource-bridge remote-peemlobal configuration command follows:

source-bridge remote-peer 10 fst 131.108.3.2

The benefit of FST encapsulation is sustained end-to-end performance across multiple hops. FST is
fast because the IP encapsulation happens on the interface card (AGS+, Cisco 7000, MGS, and CGS)
or the system memory (IGS, Cisco 2000, Cisco 2500, Cisco 3000, and4O@@pvhile the

processor is in interrupt mode. For WAN transmissions, once the framing occurs, you can select an
IP switching mechanism, either process switching or fast switching depending on the desired result.
Figure 3-19 illustrates the frame format of FST encapsulation.

Figure 3-19 SRB Frame Encapsulated in FST with HDLC Header
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There is a cost to implementing FST encapsulation. Because the packet discard feature associated
with FST encapsulation does not guarantee delivery, FST encapsulation cannot be used in
conjunction with the router’s local acknowledgment feature.

Direct HDLC Encapsulation

3-20

Direct HDLC encapsulation is the fastest SRB encapsulation, but has the most restrictions. Direct
HDLC encapsulation allows the network designer to configure two Token Rings separated by a
single Ethernet, FDDI ring, Token Ring, or serial link.

For multiaccess media such as Ethernet or FDDI, you must know the destination MAC address of
the neighbor. For HDLC on a WAN link, you only need to know the serial interface over which you
intend to transmit traffic. As with FST, direct HDLC encapsulation occurs at processor interrupt
level and is very fast. Figure 3-20 illustrates the format.
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Figure 3-20 SRB Frame Encapsulated in Direct HDLC
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The following is an example of a global configuration command that configures direct HDLC
encapsulation on a serial interface:

source-bridge remote-peer 10 interface Serial0

The following is an example of a global configuration command that configures direct HDLC
encapsulation on an FDDI interface:

source-bridge remote-peer 10 interface Fddi0 00c0.3456.768a

When connected to parallel WAN links, direct HDLC encapsulation can operate over only one of the
links. Contact your router technical support representative for specific information regarding likely
performance characteristics given your specifievoek configurationand selection of

encapsulation type.

WAN Parallelism

Parallelismimplies multiple paths exist between two points that are in parallel to each other. These
paths might be of equal or unequal costrafel links present a number of potenpabblems to

network designers. Parallelism is not specifically a WAN issue. However, because WAN links are
expensive, parallelism becomes an important design factor. For that reason, this chapter explores
some of the considerations for implementing parallel links.

Problems with paralleiriks in an SRB environment result from the tandem objectives of
minimizing session loss when links fail and of maximizing traffic across a \Wkaktrudure. Pure
SRB networks maximize the WANfrastructure but cause session losses at each link failure.
IP-routed SRB networks minimize s&ssloss, but leave the challenge of maximizing WAN links
to network designers. The goal of this section is to explore the issues that affect your efforts to
balance these objectives.

Setting up parallel links between either two routers (Figure 3-21) or several routers (Figure 3-22)
can pose challenges in an SRB environment. First, consider environments running NetBIOS and
SNA over SRB environments. When an SNA or NetBIOS frame is delivered out of sequence, the
end station might declare a protocol violation and terminate the session. Session loss is probably the
worst possible outcome from the point of view of a user or a network administrator.

Figure 3-21 Parallel Paths between Two WAN Routers
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Process Switching

3-22

Figure 3-22 Parallel WAN Connections among Several Routers
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Delivering frames in sequence is the key objective of any SRB delivery mechanism. In general,
when you create parallel WAN links, you expect parallel delivery. In an SRB universe this might not
be achievable because timing differences on WAN links alone can cause packet resequencing. If the
router uses parallel links and starts one frame header ahead of a second frame header, there is no
guarantee that the frames will arrive with the same sequencing. The second frame might arrive
before the first frame because of WAN link delays. This is particularly true of packet-switched
WANS.

When selecting or applying an encapsulation strategy with parallel WAN links, other factors
influence which encapsulation can be used. These factors include the WAN switching technology
and the IP routing protocols implemented. Each is addressed in discussions that follow. Some
choices are predetermined. For example, direct HDLC encapsulation voids all parallel connections
across a single virtual ring. In a multiprotocol environment, you can place SRB traffic on a single
parallel link, while other protocols are load balanced on parallel links. As an alternative, you can
configure the second link exclusively for multiprotocol (non-SRB) traffic.

WAN technologies can use two primary switching tygeecess switchingndfast switching

Process switching provides full route evaluation and per-packet load balancing across parallel WAN
links. Fast switching associates an IP host destination to a single interface to avoid out of order
frames. The fact that the destination of a remote peer is a single IP destination can impact SRB
decisions.

Process- and fast-switching techniques provide different features and different performance
characteristics. Each technique must be applied in situations that can optimize their respective
capabilities. These switching strategies are addressed in detail in the following sections, “Process
Switching” and “Fast Switching.” Later in this chapter, “IP Routing Protocols with Parallel Links”
addresses routing and switching together in the context of SRB framing options.

Process switching is the most expensive switching operation that the CPU can perform. Process
switching involves transmitting frames in their entirety to the router CPU. Frames are then
repackaged for delivery to or from a WAN interface, and the router makes a route selection for each
packet. TCP/IP framing must be process switched because switching must occur when the rings are
encapsulating or unencapsulating data, which occurs at processor level. FST framing can be process
switched or fast switched.

Process switching begins when a frame arrives on a Token Ring interface and causes an interrupt to
be transmitted to the CPU. The CPU then determines that the frame must be process switched and
schedules the switch in nonintgpt mode. The frame is then transferred to the CPU and placed on
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an input queue, whose depth is viewable wittstimv interfacesE XEC command. Once the entire
frame has been transferred across the system bus, the frame is reworked for appropriate TCP headers
and header compression.

Next, the IP route for the destination is examined. If multiple paths exist, the frame pointer is
updated to use the next path for the next frame that arrives. After a route is selected, the frame is
transmitted across the system bus to the output interface queue of the specific interface card from
which the frame will exit. The queue entry is placed on the specific exit interface and the SCI card
dequeues and transmits the frame down the WAN link.

Consult with your technical support repeatative for details regarding process switching
performance specifics for your internetwork’s particular design.

Fast Switching

Fast switching maximizes the volume of traffic that the router can handle by streamlining the
router’s queuing mechanisms. Fast switching deals with incoming frarpesciessor interrupt
modeand minimizes the number of decisions that must be applied.

Fast switching precaches routes. Once an IP destination has been process switched, its route is
cached and associated with a specific interface. When an IP destination is precached, it is tied to a
specific path. For either FST or TCP/IP encapsulations, a single IP destination carries all of the SRB
traffic to an FEP destination. With multiple IP paths, if fast switching is used, a single path exists for
each ring destination. You must use process switching to load balance traffic across multiple paths.

Two of the SRB framing techniques are capable of being fast switched: direct HDLC encapsulation
and FST encapsulation. Direct HDLC encapsulation is by definition fast switched; it cannot be
process switched. FST can be fast switched or process switched.

Two IBM SRB WAN options do not allow fast switching of a frame: TCP header compression and
priority or custom output queuing. If either of these features is invoked, the frame cannot be fast
switched. The reason for these caveats is that certain frame components are modified when using
fast switching in AGS+, MGS, CGS, or Cisg000 interface memory and not in the CPU memory.

If extensive modification of the frame is needed, it must be done in CPU system buffers and not in
buffers associated with individual interface cards.

In addition, fast switching uses only interface buffers that are not generally reported using
monitoring EXEC commands suchsi®w interfaces The buffers reported in tsow interfaces

EXEC command are CPU buffers for input and output that are only using during process switching.
Fast switching uses preconfigured interface buffers. You can view the allocation of buffers using the
show controllers EXEC command.

When using SRB for a 4-port SCI card, the router normally allocates eight 2000 byte buffers for
input and output combined. The Cisco 3000, C#@00, Csco 4500, and IGS/TR can transmit a
hugebuffer—generally about 15 KB. Trehow buffersEXEC command displays the exact value
of a huge buffer.

For direct HDLC encapsulation, SRB frames are directly linked to an output serial port (such as
interface serial 0). When an SRB frame enters the 2R or CTR cardeanphis transmitted tihe

CPU. The CPU verifies that the frame is an SRB frame and the buffer on either the 2R card or the
ciscoBus controller is modified to create an HDLC header. The new frame is transmitted two bytes
at a time through the CPU from either the 2R card or the ciscoBus controller across the system bus
to the SCI card or SIP card.

A similar process occurs for FST encapsulation; however, SRB frames are directly linked to a
destination IP address. When an SRB frame enters the 2R or CTR card, an interrupt is transmitted
to the CPU. The CPU verifies that the frame is an SRB frame and the buffer on either the 2R card
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or the ciscoBus controller is modified to create an IP datagram with appropriate WAN framing for
the destination. The new frame is transmitted two bytes at a time through the CPU from either the
2R card or the ciscoBus controller across the system bus to the SCI card or SIP card

To determine whether an IP destination is being fast switched, use the EXEC command

show ip route cacheto look in the IP route cache table. This command lists IP destinations as well

as the relevant MAC frame and destination interface that the specific IP address will use. If the entry
is fast switched, the destination IP address will be present. If the destination IP address is not present,
the router is using process switching to reach the destination. By default, HDLC WAN links are fast
switched for IP. If the router is configured for direct HDLC encapsulation, the only status indication

is the output for thehow source-bridgeEXEC command. The bridge will indicate it is using a

direct serial interface and not an IP address.

IP Routing Protocols with Parallel Links
IP routing protocols play a part in the parallel SRB WAN decisions because they can create wider
parallelism than two routers with parallel links. Figure 3-23 illustrates an applicable case. With the
parallel links characterized in this figure, load balancing makes three critical assumptions:
equal-cost paths; routing protocalpportfor equal-cost load balancing; and process switching for
a single IP destination.

Figure 3-23 Parallel WAN Paths
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Process switching is discussed extensively in the section, “Process Switching,” earlier in this
chapter. Issues relating to equal-cost path IP routing and unequal-cost path routing are discussed in
the sections that follow, “IP Routing over Equal-Cost Paths” and “IP Routing over Unequal-Cost
Paths Using Variance.”

IP Routing over Equal-Cost Paths

An equal-cost patlis one that isnetrically equivalent with some other parallel path between two
points. In RIP, equivalence is parallel WAN paths of equal hops. In Interior Gateway Routing
Protocol (IGRP) and Open Shortest Path First (OSPF), metric equivalence translates into WAN
paths of equal bandwidth, where the bandwidth is declared by the network administrator. IGRP also
adds the concept of delay to determine metrically equivalent links. To create parallel links for
equal-cost paths and to actively use these paths, the router must use process switching, because all
frames sent from one ring to another have the same IP destination.
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The following list outlines the ability cfupported IP routing technologiexteate equal-cost paths:

® Static routes—For Cisco software releases predating 9.1, static routes cannot be created in
parallel; only a single path can be selected. As of Software Release 9.1, static routes can be
created in parallel.

® |IGRP and Enhanced Interior Gateway Routing Protocol (Enhanced IGRP)—Can use up to four
equal-cost paths in parallel. Ensure that the bandwidth command is correctly configured on all
links.

® OSPF—If paths are of equal declared metrics, OSPF can use up to four equal-cost paths in
parallel.

® RIP—RIP can use four equal-cost paths in parallel. Remember that this will not take into account
anything but hops, so even unequal bandwidth links will bluated as having equivalent cost.

IGRP, Enhanced IGRP, and OSPF can route traffic across equal-cost paths and split SRB traffic
across equal-cost links if the router is process switching. RIP will route across equal-cost paths and
it will assume that all WAN links are the same speed regardless of reality. Static routes allow parallel
paths and are a tool for the advancedvoek designer.

A router’s ability to use parallel paths is determined in part by the encapsulation method used. If
TCP/IP encapsulation is used, parallel paths are used. If FST encapsulation is used under normal
operational conditions, all traffic must use only one of the parallel links. This is because all the
RSRB traffic sent to another FST peer goes to a single IP destination address. When using fast
switching, the router might alternate some traffic across parallel links based on destination address.
However, because all traffic to a peer router uses only one destination IP address, all RSRB traffic
flows across one link.

IP Routing over Unequal-Cost Paths Using Variance

The only routing protocols that can handle intentional unequal-cost path balancing are IGRP and
Enhanced IGRP. Using a feature calediance the router can load balance over unequal-cost
paths. Figure 3-24 illustrates one such configuration from A to B. In this figure, load balancing the
link from C to B is assumed to be faster than the link from A to B.

Figure 3-24 Unequal -Cost Load Balancing with IGRP
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Variancehas two rules that apply in this or any unequal-cost load balancing situation:
® Rule 1—Parallelism must exist in the topology.

® Rule 2—Packets must makarward progreson any parallel link toward an intended
destination. In other words, a router will not forward traffic to another router that has the same
(or greater) relative distance metric to a destination. This rule prevents loops. The rule of forward
progress is straightforward. If the next-hop router is closer to the destination (than some other
router) a path through it will be used as a valid alternate path.

If these rules are satisfied and the network administrator adds variance to the IGRP configuration,
the router will load balance over parallel paths for a single IP destination when it is process
switching. Figure 3-25 illustrates a case where variance might be used.

Figure 3-25 Environment lllustrating Variance Applications

Consider a set of routers connected via WAN links in a circle, where each of the WAN links is the
same speed, as illustrated in Figure 3-26. Assume that a data center is at location A and that all the
link speeds are the same. Consider parallelism from B to A. A parallel link exists from A to B and
Ato C to D to E to B; however, routing protocols are not intuitive. This topology satisfies the first
rule because parallelism clearly exists; however this topology fails the forward progress rule.

The way to evaluate the forward progress rule is to examine the obvious short path separately from
the long variant path, subtracting the first hop. Is C to D to E to B a better path than Ato B? The
answer iqo; variance will have no effect in this topology for the problem as described.
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Figure 3-26 Unequal -Cost Path and Variance Implementation Example
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Now evaluate the problem from the perspective of A to E. Using the forward progress rule, compare
Ato B to E with C to D to E. In this topology, these paths are equal and they fail the forward progress
rule. If these paths are to pass data in parallel, router A must have two paths: one to C and one to B.
If C had variance configured, it would have two paths: one to A and one to D. This leaves the
possibility of C routing to A and A routing to C in a loop. Thus, the variance rule is that the metric

of the next-hop router must be less than the metric through the shortest path. In a five router topology
with equal cost WAN links, no parallelism can be achieved.
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By default, variance is not configured. If itis configured, it must be configured as an integer multiple
of the allowable metric variance. Consider the following use ofdhi@nce router configuration
command:

router igrp 1343
variance 2

Using this particular instance of tkariance command results in a load-balanced topology with a
2:1 ratio of bandwidth. For all practical topologies, this should be an upper maximum because you
should not load balance an overly high variance of WAN links such as E1 and 64 kbps.

Use variance carefully. Because IP fast switching will link an IP destination to an interface or next
hop, it is possible for a single IP destination to be stuck on a 64-kbps link while most other IP
destinations are wired to a fast link such as an E1. This situation will cause users to call their network
administrators to determine transmission is slow one day when it was fast the day before. If SRB is
fast switched, all users of a destination ring can be linked to the slower path using variance.

Variance has another major benefit: if a link fails for any reason, the router immediately switches alll
traffic to the parallel link without any convergence overhead. The router can do this because the
parallel link is a known valid path and the router does not need to wait for the routing protocols to
converge.

Local Acknowledgment Recommendations

The following recommendations apply to implementation of local acknowledgment. Use of local
acknowledgment is suggested under the follovaogditions:

® When the WAN implementation must accommodate long network delays

® When the internetwork includes slow links, heavily used links, or poor quality links
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® When the internetwork requires that sessions remain active during router convergence
® When WAN traffic must be minimized

® When the amount of LLC traffic on backbone needs to be reduced (wdrertiman 50 percent
of packets are LLC packets)

® When WAN costs must be reduced

® When network inegrity must be improved, assuming TCP/IP encapsulation is used
® When unreliable WAN links exist that are causing frequent session loss

® When end station timer or retry modifications are difficult or costly

® When bandwidth constraints require the elimination of acknowledgment traffic

Parallel Link Recommendations

The following recommendations apply to parallel WAN link configuration:

® Do not combine multiple CTR cards with multiple WAN links; create a separate router with
primarily WAN links. For example, do not create an 8-T1/E1 process-switched WAN solution on
top of a 75-kilopackets-per-second (kpps) Token Ring engine. You will run out of CPU
bandwidth.

® Use FST encapsulation whenever possible.
® Use TCP/IP encapsulation when local acknowledgment or prioritization is required.
® Maximize fast switching.

When link speeds are primarily 64 kbps, and slower and local acknowledgment or prioritization is a
requirement, follow this recommendation:

® Use TCP/IP encapsulation with IGRP variance in meshed topologies when the topology can take
advantage of these features.

When link speeds are primarily greater than 64 kbps and local acknowledgment is a requirement,
follow this recommendation:

® Use TCP/IP encapsulation only on those links that have a history of session loss (local
acknowledgment).

® Use FST encapsulation on the remaining links.

WAN Frame Sizes
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The following routers have a hardware frame size limitation of 4 KB for transmitting RSRB frames:
AGS+, MGS, and CGS. The 4 KB limitation results from the constraints of the SCI card to process
large frames; the constraining factor is the sizeluigebuffer. When configuring beyond 2-KB

frame sizes, be aware of a decrease in buffer allocation across the interfaces. No such limitation
occurs with the IGS, Cisco 2000, Cisco 2500, Cisco 3000, @360, and Cisco 7000.

Limitations are not apparent when using TCP/IP encapsulation because the router fragments the
frame into 1492-byte units that can be transmitted across the serial link. The router reassembles the
frame on the other side of the WAN link. TCP/IP also assembles smaller packets48@ tayfe

frame and disassembles it on the other side of the WAN link. Assembly of smaller packets is
triggered by the presence of eligible packets in the TCP input queue and is done on a per LLC2
session basis.
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Use the following interface configuration command to limit maximum transmission unit (MTU)
size:

mtu bytes

For example, the following command limits SNA frames transmitted through interface serial O to
1500-bytes per frame:

interface serial 0
mtu 1500

SNA Host Configuration Considerations for SRB

When designing SRB-based internets featuring routers and IBM SNA entities, you must carefully
consider the configuration of SNA nodes, as well as routing nodes. Tables in Appendix C, “SNA
Host Configuration for SRB Networkgptovide examples of SNA hosbnfigurations that focus on
three specific SNA devices:

® Front-end processors
® VTAM-switched major nodes

® 3174 cluster controllers

IP Routing Protocol Selection for SRB Networks

When designing large SRB network, the goal is to optimize the underlying IP network so it can carry
SNA and NetBIOS traffic more efficiently. To do this, select your IP routing protocol carefully. You
should consider thimllowing parameters when selecting your routing protocol:

® Time to converge
® Maintainability of the internetork rouing environment

If you select a protocol using only one criterion, you might build wartthat @nnot be expanded
and that might eventually break.

Three interior gateway routing protocols work best in an SRB environment: IGRP, Enhanced IGRP,
and OSPF. In general, IGRP, Enhanced IGRP, and OSPF are the only options for building an IP SNA
network. You can also consider RIP. However, because RIP does not provide any consistent WAN
bandwidth sensitivity, it is a bad choice when redundancy or a meshed topology is involved.

The following discussion focuses on network topology and convergence considerations.

Convergence Considerations

Convergencés the time it takes a router to start using a new route when an active link fails in a
network where alternate routes are available.

Rapid convergence is critical for SNA environments, particularly when local acknowledgment is not
used. Consider a 3174 failure recovery scenario: an SNA device can lose its session with the host in
13 seconds. The result is session loss and route rediscovery for all affected uni8l #itieed not

just sent data to the host, the session would not be lost for somewhere between 13 and 42 seconds
depending on what the value of the T1 Timer Inactivity parameter when the link failed. If local
acknowledgment is used, the SNA session does not fail while the routers are converging.
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Convergence becomes an issue when installing large meshed networks with multiple valid
alternative paths. Distance vector protocols such as RIP or IGRP cannot determine the source of a
learned route. A route could be learned by Router A from a neighbor that had originally learned the
route from Router A. If Router A and its neighbor both use this route, they creatiéng loop

Routing loops implyroadcast stormand, as a result, are widely viewed as undesirable events.

Enhanced IGRP provides superior convergence properties and operating efficiencies. It uses a
convergence algorithm that eliminates routing loopsughout eroute computation. More
importantly, convergence time with Enhanced IGRP is reduced to a level below the threshold for
session loss.

OSPF was also designed to minimize convergence time. It is good at convergence, but has side
effects that will be discussed in the next section.

For routers, total convergence time has two primary components:
® Link failure detection time
® |P routing protocol convergence time

Link failure detection time is the minimum, maximum, and average time it takes the router to detect
that no frames are crossing the link. IP routing protocol convergence time is the time it takes the
routing protocol to detect that a failure that has occurred and to switch to alternative links.

Link Failure Effects on Convergence
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Links fail in a hierarchical order of occurrence. Serial links are the most unreliable of the media.
FDDI networks, Token Ring networks, and Ethernet networks are about equal in reliability and fail
infrequently.

The following sections describe the significance of media-failure detection mechanisms with respect
to recovery from media failure and the effects of different media failures on convergence in an IBM
internetvork.

Keepalives and Convergence

Routers institutéeepalivedo verify the stability of a link. A router transmits a packet every
10 seconds by default, and when three keepalives sequentially fail to cross the link, the router
declares the link to be down. To recover, the router retransmits the packet every few seconds.

For IBM IP networks, keepalives should only be active on serial and Ethernet links. Ethernet link
keepalives are acceptable because the failure rate is low, but serial links (especially those faster than
64 kbps) should be set to 3 seconds. tie&eepaliveinterface configuration command to adjust

the keepalive timer for a specific interface. For example:

interface serial 0
keepalive 3

This configuration reduces the maximum failure detection for the serial interface from 30 seconds
to 9 seconds. (The interface is declared down after three consecutive update intervals pass with no
keepalives detected.) Media-related keepalive specifics are provided in the sections that follow.
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Enhanced IGRP uses small hello packets to verify link stability. Hello packets are transmitted by
default every 5 seconds. When three hello packets fail to cross the link, the router immediately
converges. Hello packets originate from the network layer and are protocol dependent. Use the
ip hello-interval eigrp interface configuration command to configure a different hello packet
interval for IP. For example:

ip hello-interval eigrp 109 3

This example configures a hello packet interval of 3 seconds for the IP protocol on Enhanced IGRP
autonomous system number 109.

Serial Link Failure Effects

Serial links are inherently unreliable because they usually extend over long distances and because
they are subject to a variety of failures.

In general, if a router detects loss of the carrier signal, it imnmediately disables the link.
Unfortunately, arrier loss is not a guaranteed way of detecting a failed link, so the router must also
use keepalives or hello packets to determine whether an interface is connected to an operational
medium.

When the carrier signal is lost, the router detects the failure immediately. For any other serial failure,
given the default keepalive timer of 10 seconds and the rule that three keepalives must be missed
before the router declares that the interface is down, failure detection takes at least 21 seconds and
could take as long as 30 seconds, with an average detection time of 25.5 seconds. When the
keepalive timer is 3 seconds, the failure is detected within 7 to 9 seconds.

Token Ring Failure Effects

Token Ring media, whether twisted pair or IBM media attachment units (MAUS), rarely encounter
failures. When media failures occur, the Token Ring protocol fails, causing the ring to transition,
beacon, and reinitialize.

Token Ring has built-in reliability that allows the interface to determine whether the ring is up or
down: the returning token indicates an active ring. Keepalives, which provide a fail-safe mechanism
in case the Token Ring protocol itself fails, are also available but can be disabled in mosgtaet

to prevent unnecessary network traffic. Any keepalive failure usually indicates that the Token Ring
interface is under tremendous load or may have already failed.

The failure detection time for Token Ring is immediate.

FDDI Failure Effects

Like Token Ring, FDDI rings are reliable media. The most common cause of failure for
dual-attached FDDI networks is users who turn their devices off, which causes the FDDI ring to
“wrap.” Keepalives are available, but are not particularly useful. Enabling keepalives with FDDI can
cause problems in high-load environments because the keepalives add to the traffic. Because the
router disables the interface when it is experiencing intolerably heavy traffic loads, detection of a
keepalive loss is usually a false error indication.

The failure detection time for FDDI rings is immediate.
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Ethernet Failure Effects

Ethernet media is generally reliable but lacks a failure-detection protocol. Therefore, keepalives play
a critical role in determining the availability of the media. The keepalive must fail three times for the
router to disable the interface. There is no indication of the location or source of the failure, whether
it is from router to MAU or across the physical media.

Given the default keepalive timer of 10 seconds and the rule that three keepalives must be missed
before the router declares that the interface is down, failure detection takes at least 21 seconds and
could take as long as 30 seconds, with an average detection time of 25.5 seconds.

Routing Protocol Convergence
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When analyzing routing convergence, it is assumed that a link has failed or router keepalives have
not been detected. The router waits for a link failure detection period to expire. After this waiting
period passes, the router incun®ating protocol convergence tim&he following discussions

address convergence for IGRP, Enhanced IGRP, and OSPF.

IGRP Convergence

IGRP convergence is controlled by a single factor: whetbktdownhas been configured. This
discussion focuses on determining when it is appropriate to disable holddown and when it should be
enabled (the default).

Because a router learns about routes from its neighbors, a distance vector routing protocol never
actually understands the topologies to which it is connected; instead, it approximates the
topologies.When enabled, holddown, which is a property of distance vector routing protocols,
specifies that alternate paths are not used until the paths in question are determined to be actual
alternate routes. When a failure occurs and alternate paths exists, the routéoWwaldsy routing
protocol changes until the holddown timer expires to determine that the network is now completely
known.

IGRP allows you to configure the protocol so that it wédt hold down a link. The danger of
administratively disabling holddown is that the routers might loop packets to each other for networks
that are unreachable, which would cause the receipt of high volumes of errant traffic that could
dominate low-bandwidth links. Any errant datagram would loop up to 254 times before the
“counting to infinity” process causes the datagram tdrbpped. Thedngth of time associated with
“counting to infinity” can be modified using tmeetric maximum-hops hopsrouter configuration
command. The defauttopsvalue is 100; the maximum is 255.

Generally, meshed WAN bandwidth that consists of fractional T1/E1 or greater can converge faster
than parallel WAN bandwidth that is 64 kbps. Network topologies with high WAN bandwidth can
support digbling holddown, so you can safely disable holddown on all routers in any network that
have high WAN bandwidth.

If convergence time is worth trading off against potential bandwidth for sites with lower-speed links,
you can disable holddown on these sites. However, if a loop occurs when a link is lost, the network
performance for end systems connected to affected sites might be poor until “counting to infinity”
ends. If you require faster convergence and can live with congestion for a brief period, you can
disable holddown in any case.
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To disable holddown, enter the following router configuration commands for all routers in the
network:

router igrp autonomous-system
network network-number
no metric holddown

Including theno metric holddown router configuration command changes the convergence of IP to
50 percent of neighbor update time (on average) assuming a neighbor is using this other valid route.
Consider a topology as illustrated in Figure 3-27.

Figure 3-27 Convergence Topology
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Assume that all links illustrated in Figure 3-27 are of equal speed and that the link from A to B fails.
If C is using A to get to B, the IGRP Flash update tells C that its route to B is probably down. When
D sends the next IGRP update, C uses D to get to B. A knows its route to B is down, and waits for
two updates from C (on average) to get a new route to B. Most topologies converge with a single
neighbor update.
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If variance is active and there are two separate paths to a destination network, the network converges
immediately to the remaining path when the router receives a Flash update.

Also note that the default values for IGRP timers are appropriate for general IP networks, not for
IBM IP networks. It is necessary to change a few timer defaults for an IBM IP environment. The
basic nejhbor update timer is set to 90 seconds. For IBM tRarks, use 20 seconds, which results

in an average IBM IP convergence for IGRP of 10 seconds with a Flash update. To make this change,
modify the IGRP configuration of each router. The router configuration commands are as follows:

router igrp autonomous-system
network network-number
timers basicupdate invalid holddown fluglsleeptimg
Consider the following configuration for thieners basic router configuration command:

timers basic 20 60 60 120
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These values optimize IGRP convergence in an IBM IP environment. If holddown is enabled, the
worst-case convergence is three update periods of 20 seconds each, for a total of 60 seconds.
Althoughthese values optimize convergence, the worst-case convergence time can break IBM
sessions. Try using local acknowledgment to keep sessions up while IGRP converges.

Enhanced IGRP Convergence

Enhanced IGRP is an advanced version of IGRP. The same distance vector technology found in
IGRP is used in Enhanced IGRP, and the underlying distance information remains unchanged.
Enhanced IGRP implements a new convergence algorithm that pkropitfee operation

throughout a route computation, whichgroves Enhanced IGRP convergence properties and
operating efficiency. Enhanced IGRP allows all routers involved in a topology change to
synchronize at the same time. Routers that are not affected by topology changes are not involved in
the recomputation. The result is very fast convergence time.

OSPF Convergence

OSPF uses two mechanisms for detecting failure. The first mechanism consists of interface status
changes, such as carrier loss on a serial link or keepalive loss. The second mechanism is failure of
OSPF to transmit and receive a hello packet within a timing window catleddtimerOnce the

dead timer expires, the router assumes the link is dead. Once a router running OSPF assumes a link
is dead, it produces an area-wide broadcast that causes all nodes to recompute their topology maps.

When OSPF receives an active multicast with link down information, the convergence time is less
than 1 second. Suboptimal OSPF convergence occurs when a link is down but the router receives no
forward indication. In this failure situation, the router must wait for the dead timer to expire. By
default, the OSPF dead timer is set to 40 seconds. In general IP neywarkan set the dead timer

equal to at least three OSPF hello packets.

In the IBM IP environment, the default values of the OSPF timers are too high for the session layer
convergence that SNA and NetBIOS require, sosfmuld change the dead timer to 18 seconds and
the hello timer to 6 seconds for each interface in your network. For example:

interface tokenring 0
ip ospf dead-interval 18
ip ospf hello-interval 6

Convergence Summary

If you followed all the recommendations in this section, the behavior of the two routing protocols is
as follows.

® |IGRP provides instant convergence with carrier loss and active variant paths. Asseirigihg
keepalive= 3 andupdate= 20, convergence delays are as follows:

— 7-to 9-second convergence (8-second convergence on average) with serial keepalive loss
and active variant paths. This assumes that 3 keepalives have expired, no holddown, and no
routing update was required.

— 1- to 20-second convergence (10.5-second convergence on average) with carrier loss, Flash
update, no holddown. This assumes failure detection is immediate; therefore time for routing
update is the only factor.
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— 10- to 29-second convergence with keepalive loss, Flash update, anddoao This
assumes a 9-second keepalive loss, the Flash update was immediate, and 1 to 20 seconds for
the routing update.

— 69-second convergence worst casnseio (9 second keepalive loss, 3 updates of
20 seconds each).

® Enhanced IGRP provides instant convergence with carrier loss and presence of a feasible
successor. Convergence delays are as follows:

— 11- to 15-second convergence by default for Hello packet loss in all cases.

® OSPF provides instant convergence with carrier loss and active broadcasts. Convergence delays
are as follows:

— 9-second convergence with serial keepalive loss and active broadcasts.

— 18-second convergence worst-case scenario.

Note Unless you have configured OSPF with unrealistically low timer settings, the total
convergence time is the sum of the time it takes the interface to change its state from up to down,
combined with the time it takes the routing protocol to converge.

Routing Protocol Design and Maintenance Issues

You must consider two key design and maintenance factors when creating networks based on IGRP,
Enhanced IGRP, or OSPF for primarily SNA traffic:

® Routing protocol network design

® Routing protocol scalability

Routing Protocol Network Design
Some routing protocols do not require an additional topological structure to build a successful
internetwork. Other routing protocols require a separate topological structure outside of the existing
addressing structure that must be maintained and well understood. IGRP, Enhanced IGRP, and OSPF
show how different routing protocols deal with network design issues.

IGRP Routing Protocol Network Design

IGRP has no implicit network design requirements. IGRP networks can scale as nonhierarchical
topologies to thousands of networks and hundreds of routers.

However, implementing hundreds of IGRP routers in the same autonomous system results in the
transmission of an extremely large routing update every 90 seconds (by default). The impact of
routing update transmission is dampened by a feature of IGRP malledsummarizatigrwhich
summarizes unconnected network numbers into a single routing table entry.

For example, if 1000 subnets of TCP/IP are distributed evenly across 10 IP networks, a single router
with route summarization would see the 100 subnets of its locally connected network and nine
summary routes to all other networks. Route summarization reduces the routing table of large
networks, but can result in suboptimal routing at the border points.
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Enhanced IGRP Routing Protocol Network Design

Enhanced IGRP, like IGRP, has no implicit network design requirements. Unlike IGRP,

Enhanced IGRP does not make large routing table updates in a single large autonomous system,
which makes the use of Enhanced IGRP even more scalable. Only routers that are directly involved
in a topology change are involved in route recomputation, which saves processor overhead and
results in minimal bandwidth utilization for routing updates.

Enhanced IGRP uses an automatic redistribution mechanism so IGRP routes are imported into
Enhanced IGRP and vice versa, for compatibility and seamless interoperation with IGRP routers.
The compatibility feature allows you to take advantage of the benefits of both protocols while
migrating from IGRP to Enhanced IGRP and allows Enhanced IGRP to be enabled in strategic
locations carefully without disrupting IGRP performance. By default, IGRP routes take precedence
over Enhanced IGRP routes, but a configuration command that does not require routing processes
to restart can change the default.

OSPF Routing Protocol Network Design

OSPF has a network structure that must be maintained separately from the addressing structure of
IP. The concept in OSPF is that a singlekimne of routers will communicate with several leaf
areas. Consider the general environment illustrated in Figure 3-28.

Figure 3-28 OSPF Backbone Communicating with Several Leaf Areas
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Communication between areas occurs through the backbone only. There is no interarea
communication excephtough the backbone, which is not an overwhelnaiorgstraint for most
SNA networks because they are already hierarchical in nature. However, NetBIOS nate/ods
hierarchical in nature and this design can pose a challenge.

A hierarchical structure limits the extent of link-state broadcasts that indicate link failures. OSPF
builds in each router a full area topological database that describes each router and each link. When
any link changes state, each router within an area recomputes the entire database and builds a new
routing table. Traffic associated with this recomputation process occurs across all links in the area.
With a typical large installation (for example, 400 routers), you might expect several link updates
per second. However, link updates can occur more often, flooding the network and forcing the
routers to spend all active cycles maintaining routing tables instead of forwarding traffic.

To avoid these problems, creatstaictureof leaf areas and a unique backbone. To create this
structure, take the square root of the number of routers and subtract 1 for the backbone. For example,
100 routers would optimally be allocated with 10 routers in the backbone and 9 areas each with 10
routers. Each area must touch theltmone, so the selection of the backbone routers is critical.

Modifying an existing topology to add an additional ten routers to a geographically remote location
poses a greater challenge. You must decide whether to create an unbalanced area connecting the
remote location to the backbone, or to rebalance the topology by adding an OSPF backbone router
at the remote location.

Once you have created the topology, you must impose IP addressing on it. If you do not assign a
separate network to each leaf area, the boundaries between the leaf areas and thedrackbone
meaningless and link status changes will propagate thithegéntire network. Each backbone

router that bounds an area (callechesa border routermust summarize the routes imported to and
from the backbone. Route summarization does not occur by default, so for most IP networks you
must include a common set of commands at each area border router. The following is a typical
configuration for area border routers:

router ospf 10

network 192.30.0.0 0.0.0.255 area 0

network 131.108.0.0 0.0.255.255 area 0.0.0.1
area 0.0.0.1 range 131.108.0.0 255.255.0.0

In this example, the importation of routes into the backbone of network 131.108.0.0 is limited.
Unfortunately, it only specifies a single point of entry for network 1310108If several area border
routers are connected to leaf area 1 using network 131.108.0.0, the router uses the nearest area
border router with connectivity to 131.108.0.0.

The techniques used for addressing an OSPF using multiple areas are discusdeéessing and
Route Summarization,” in Chapter 2, “Designing Large-Scale IP Intgonks.”

Routing Protocol Scalability

Only one significant design challenge exists for large scalable IBM networks using IGRP as the
routing protocol: low-speed links individually connected as leaf networks where IGRP transmits
large routing tables. To prevent potential problems, configure the router to transmit IGRP
information in a single direction—toward the backbone. The leaf router uses default routing to find
the backbone and all other valid routes. The leaf router will transmit IGRP information about its
routes to the backbone. The backbone router does not transmit any IGRP information to the leaf.
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The following examples illustrate configurations for leaf and backbone routers:

! Leaf router configuration
router igrp 109

network 131.108.0.0

ip route 0.0.0.0 Serial0

ip route 131.108.0.0 Serial0

! Backbone router configuration
router igrp 109

network 131.108.0.0
passive-interface Serial0

Figure 3-29 illustrates what happens when the preceding leaf and backbone router configurations are
used. This configuration does not send routing information to the lower-speed leaf routers, while the
backbone retains all valid routes in the network.

Figure 3-29 Effects of Using the Passive-Interface Router Configuration Command
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Note When designing large branch networks based on OSPF routing, OSPF has a natural limit.
When link instability raises broadcast traffic and route recomputation to an unacceptable level, the
network is at its limit. Always contact your router technical support representative when designing
large OSPF-based internetworks.
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SRB Network Design

The key to building predictable and scalable SRB networks is to design the network properly and
within the framevork of this guide. Ultimately, there is a limit to the maximum diameter of a single
meshed virtual ring, so before you begin designing a network, consider four critical questions:

® How many routers are required?

® Are there any T1/T3, E1/ES3, fractional T1/T3, or fractional E1/E3 links?
® |s the design for an SNA network, a NetBIOSwmtk, or both?

® |s the network a multiprotocol environment?

Answering these questions will help you assess the available options. The first question assesses the
ability to build a simple SRB network. If you are impleniegta large internetwork, contact your
technical support representative for specific information about virtual ring limitations.

The second question relates to the existence of SRB WAN traffic that would reduce a meshed
topology to a smaller radius. If you are using T1/T3 or E1/E3 technology, you can take advantage of
their increased bandwidth capabilities by increasing traffic loads to and from the rings, which allows
you to reduce the number of routers.

The third question helps you determine whether a partially meshed topology can be used when an
FEP-connected ring is a peer of each Token Ring in the network. The remote Token Rings are only
allowed to be a peer of the FEP rings, not of each other. This topology is called a partially meshed
network because certain points can connect only to certain points. Partially meshed@tBsnet

are much more scalable than fully meshed networks, in which all rings can reach all rings. Fully
meshed topologies are often required in NetBIOS environments.

The last question implicitly raises the topicpoforitization. When dealing with a multiprotocol
internetwork, you must consider your options for implementing some kind of traffic priority to
ensure acceptable response time for interactive traffic, while maintaining adequate internetworking
resources to handle other types of traffic, such as file transfers.

In general, it is best to design a router network in a hierarchical fashion; there are typically three
logical service layers: the backbone (or core) service layer, the distribution service layer, and the
access service layer. Figure 3-30 illustrates these basic service layers. A key consideration in
designing a router nebrk for SRB is determining how ttesign the virtual rings.

Two key considerations guide the design of virtual rings:
® The type of SRB connectivity required (hierarchical, distributed, or flat)

® The corporate organizational structure
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Figure 3-30 Backbone, Distribution, and Access Service Layers in an SRB Envir onment
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The remainder of this section focuses on network design approaches that help create scalable
networks. The following topics are discussed:

® Hierarchical design for SNA environments
® Hierarchical design for NetBIOS environments

® Queuing and prioritization schemes

Hierarchical Design for SNA Environments

In SNA-only networks, all processing is hierarchical, where a single FEP or a few FEPs (one
primary and one secondary) are the target of all remote rings. The SRB topology is focused from all
remote rings to a single or a few redundant rings. A topology featuring a single FEP is illustrated in
Figure 3-31.
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Figure 3-31 Hierarchical Topology Featuring a Single FEP
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A topology featuring duplicate FEPs on duplicate rings is illustrated in Figure 3-32.
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Figure 3-32 Duplicate FEPs on Duplicate Rings
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The topology in Figure 3-32 is a partially meshed topology umethe remote nodes cannot reach
each other; they can only reach the core of the network where the FEPs are located.

S1541a

When you are designing apially meshed topology, several options are available. SNA traffic can

be generalized as having few explorer packets and having the requirement to connect many remote
sites. The suggested topology for a partially meshed topology depends on whether the link speed to
the core is greater the 64 kbps. Conyactr technical support representative for specific limitations

and capabilities regarding the maximum number of peers for the various encapsulation
implementations and your specific network attributes.

Designing SRB Internetworks 3-41



SRB Network Design

To scale a partially meshed network to diameters of grireterl5 to 100 remote rings, you can take
two approaches: build a hierarchical structure of virtual rings or build a scalable partially meshed
structure using a single virtual ring.

Proceed with caution to avoid uncontrolled growth in virtual rings, especially in parallel, because
parallel virtual rings replicate explorer packets, which causes unnecessary explorer packet traffic.

Scalable Partially Meshed Rings

With a partially meshed ring topology, the objective is to leverage the advantage wbakribat

does not require “any-to-any” connectivity. Using a single virtual ring, you can connect a series of
routers at the FEP sites. For each additional 15 to 100 remote peers, you must add a router to the
central site. Figure 3-33 illustrates this kind of environment. Contact your technical support
representative for more information about specific limitations and recommendations that might
apply to your network specifications.

Figure 3-33 Virtual Ring Environment Interconnecting Multiple Remote Peers
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The network illustrated in Figure 3-33 will work for local acknowledgment because all traffic exists
on a single virtual ring. A potential problem with this topology is that the number of routers is related
to the number of virtual rings, not to the LAN or WAN connectivity at the FEP site. A site with two
WAN links and a Token Ring could require several routers if it is the main FEP site.
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Hierarchical Virtual Rings
Using hierarchicalvirtual rings, you can use physical Token Rings and virtual rings to create a
hierarchy of virtual rings. Figure 3-34 illustrates such a hierarchy.

Figure 3-34 Hierarchical Virtual Ring Topology
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Because the destination of all explorer packets is to the core virtual ring, you can use filters to
eliminate explorer packet traffic crossing between local-access virtual rings at the point where rings
meet. The filters would also filter out FEP traffic. As an alternative, you can use the same virtual
ring number for each virtual ring to filter out FEP traffic that might otherwise traverse the

local-access virtual rings.
One problem with this design is that the hop count might limit Token Ring SRB connectivity.

Because the connectivity from access point to FEP uses four hops, additional local bridges either at
the access points or at the central site might not be reachable from the entire network.

Cluster
controller
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Combined Designs
Networks can be built out of both hierarchical designs and scalable partially meshed designs as long
as you prevent explorer packet traffic from reexploring access points. To fulfill this requirement,
write access lists to prevent explorer packet traffic from entering a ring if that traffic did not originate

from the ring that has an FEP.
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Hierarchical Design for NetBIOS Environments

The challenge of NetBIOS is that applications might require unrestricted ring-to-ring connectivity.
The SRB protocol was not designed to scale, and network designers often demand that routers help
scale beyond the original design of the protocol.

Limitations on the maximum number of peers mandates that your only topological option for a
NetBIOS SRB network is the hirchical environment illustrated in Figure 3-34. This design poses
certain challenges because of increased explorer packet traffic. It is imperative that you create a
single-stream, spanning connection through the network to minimize explorer packets.

To succeed, a hierarchical NetBIOS network needs three elements:
® Proxy explorer

® Aggressive explorer packet caching

® NetBIOS name caching

These features allow switching of valid NetBIOS traffic even under the worst conditions of high
explorer packet load. You might not be able to use the partially mesheatkeesign if you have

to maintain unrestricted ring-to-ring connectivity. Contact your techsigaport reprgentative to
determine any specific limitations for your network topology and design implementation. Refer to
“Explorer Packets and Propagation” and “NetBIOS Broadcast Handling” earlier in this chapter for
additional details concerning these topics.

Queuing and Prioritization Schemes

The following information focuses on current prioritization mechanisms. Prioritization tools
discussed include:

® Priority queuing

® Custom output queuing

® Service access point (SAP) prioritization
® Logical unit (LU) address prioritization

® SAP filtering

Note The queuing and prioritization schemes described in this section rely on process switching.
If the router is configured for fast switching or for autonomous switching, the configuration of a
queuing or prioritization scheme will increase processor utilization. However, increased processor
utilization is usually not a problem when the router is sending traffic over low speed WAN links.

Priority Queuing (Software Release 9.1)

Priority queuing provides a mechanism taoptize packets transmitted on an interface.When

priority queuing is enabled on an interface, the router maintains four output quethes ifterface.

During congestion, the packets are queued on one of the four queues according to their priority. The
router services all packets on the highest priority queue before moving on to the next highest priority
queue. In other words, the queuing delay of a packet on a lower priority queue is nondeterministic:
an RSRB session set to normal priority might time out if, for example, IPX packet traffic is heavy
and is configured for the highest priority queue.
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This scheme introduces a fairness problem in that packets configured for lower priority queues
might not be serviced in a timely manner, or at all, depending on the bandwidth used by packets sent
from the higher priority queues. Priority queuing does not provide bandwidth allocation.

Priority queuing can be used when there is sufficient bandwidth to accommodate all packets destined
for a particular interface, but where packets from certain protocols such as file transfers cause other
protocols like Telnet sessions to suffer from poor response.

If there is insufficient bandwidth on an output interface to pass data from various sources, priority
gueuing cannot solve the limited bandwidth condition. If there is not enough bandwidth to pass all
of the data destined for an interface, protocols assigned to the lower priority queues will suffer
packet loss.

Priority queuing itroducesprocessor overhead that might be acceptable for slow interfaces, but
might be unacceptable for higher speed interfaces such as Ethernet, Token Ring, or FDDI. If you are
currently fast switching packets, be aware that priority queuing requires that these packets be process
switched, which would negatively impact performance.

Use thepriority-list global configuration command to define priority lists andgherity-group
interface command to assign a list to an interface. Priority queuing can be configured instead of, but
not in addition to, custom output queuing.

Note Priority queuing does not operate over X.25.

Custom Output Queuing (Software Release 9.21)

With custom output queuing veeighted-fair queuingtrategy is implemented for the processing of
interface output queues. For each interface, you can control the percentage available bandwidth used
by a particular kind of traffic when the available bandwidth is unable to accommodate the aggregate
traffic queued.

When custom output queuing is enabled on an interface, the router maintains eleven output queues
(numbered from 0 to 10) for that interface that can be used to modify queuing behavior. The router
cycles through queue numbers 1 to 10 in a sequential fashion, delivering packets in the current queue
before moving on to the next. Associated with each output queue is a configurable byte count, which
specifies how many bytes of data should be delivered from the current queue by the router before
the router moves on to the next queue.When a particular queue is being processed, packets are sent
until the number of bytes sent exceed the queue byte count or the queue is empty.

Queue number 0 is a system queue; its queue is emptied before any of the queues numbered 1 to 10
are processed. The router queues high priority packets to this queue, such as interface keepalive
packets. Routing protocol packets are not automatically placed in the system queue.

The custom output queuing implementation should not impact the performance of existing packet
queuing code. The queuing algorithm implementation is time critical because it affects packet
delivery time when custom output queuing is in use.

When custom output queuing (or priority queuing) is enablesthatid take much longer for the
router to switch packets because each packet has to be classified by the processor card.
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SAP Prioritization

Use thequeue-listglobal configuration command to define custom queue lists and the
custom-queue-listinterface configuration command to assign a custom queue list to an interface.
Custom output queuing can be configured instead of, but not in addition to, priority queuing.

Figure 3-35 describes the syntax of ghrity-list andqueue-listcommands.

Note Custom output queuing does not operate over X.25.

Figure 3-35 Priority and Custom Output Queuing Command Syntax

Command List Protocol Queue Optional arguments
Priority Custom
apollo
1 appletalk 1
2 bridge 2
3 chaos 3 list access-list*
high It byte-count
priority-list 4 Fiecnet igh 4 y
or 5 tocol ip medium 5 gt byte-count
queue-list 6 profoco ipr normal 6 tcp port-number
7 pup low 7 udp port-number
8 rsrb 8 bridge list  access-list
9 stun 9
10 vines 10
xns
T In releases prior to 10S 10.0, *Applies only to AppleTalk, bridging, &
p pp y to App ging, &
the protocol argument is "novell". IP, IPX, VINES, and XNS P

The purpose of the SAP prioritization feature is to allow you to specify the priority (precedence and
bandwidth) of a protocol over another protocol across the RSRB/SDLLC WAN. The prioritization
is based on the destination service access point (DSAP) address and source service access point
(SSAP) address.

SAP prioritization can be built based on priority queuing or on custom output queuing. The actual
SAP classification code can be developed regardless of the underlying prioritization mechanism.
The priority queuing mechanism addresses onlypteeedenceriteria. The custom output queuing
mechanism providesrecedencand guarantedsandwidth This section describes SAP

prioritization using priority queuing.

To provide a fine granularity in the prioritization of packets,déye priority-list global
configuration command (available in Software Release 9.1(9)) allows you to specify any
combination of DSAP, SSAP, destination MAC (DMAC) address,smuice MAC (SMAC)
address.

For example, if you want to prioritize all SNA traffic (SAP 04) over NetBIOS traffic (SAP FO0), only
the DSAP or SSAP must be configured. In contrast, if you want to give precedence to traffic on a
particular LLC2 session, you must specify four parameters: DSAP address, SSAP address, DMAC
address, and SMAC address. Usedhg-priority list interface configuration command (available

in Software Release 9.1(9)) to tie the priority list to a particular input interface.
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You must also specify theriority option in thesource-bridge remote-peemlobal configuration
command to enable SAP prioritization. In addition, you must configurprtbety-list global
configuration command for the appropriate interfaces and usiritréy-group interface
configuration command on the output interface.

Enhanced LU Address Prioritization
The enhanced logical unit (LU) address-prioritization feature allows you to specify the physical unit
(PU) on which an LU resides. This is important because multiple PUs on a Token Ring or on a
multidropped SDLC line might have LUs with the same LU address. For example, Figure 3-36
illustrates a situation where LUO2 on 3174-2 is a 3287 printer, and LUO2 on 3174-1 is a 3278
terminal. It is undesirable to assign the same priority to the printer and the terminal.

Figure 3-36 LU Prioritization for RSRB
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As of Software Release 9.1(9), the LU address prioritization for both RSRB and serial tunneling
(STUN) allow you to prioritize addresses as follows:

® Inthe RSRB case, in addition to the LU address, you can specify the MAC and SAP address,
which together uniquely identify a PU.

® Inthe STUN case, in addition to the LU address, you can specify the SDLC address to identify
a PU on a multidropped SDLC line.

SAP Filters on WAN Links
SAP filters, which are currently available for serial, Token Ring, and Ethernet interfaces, can be used
to prevent local NetBIOS and other broadcasts from traversing the RSRB/SDLLC WAN. To
implement SAP filter logic on the RSRB/SDLLC WAN interface, it is desirable to place the code at
the RSRB level independent from the encapsulation type on the interface. The same filter code
should work for direct HDLC encapsulation, TCP/IP encapsuiatnd FST encapsulation. In
addition to filtering by SAP address, SAP filters can also be used to filter packets by NetBIOS name.

Designing SRB Internetworks 3-47



SRB Network Design

The commands, which are available in Software Release 9.1.(9) are the same as those used for SRB
on the Token Ring interface:

® Theaccess-listist global configuration command builds the access list.

® Thersrb remote-peerring-groupinterface configuration command filters by Local Service
Access Point (LSAP) address or by NetBIOS station name on the RSRB WAN interface.

® Thenetbios access-lishostglobal configuration command builds a NetBIOS access filter by
host name.

SRB Design Checklist

Before implementing a source-route bridging (SRB) network, be sure to familiarize yourself with
the technical reference material in fReuter Products Configuration Guidad theRouter
Products Command Referenmablication that deal with SRB intermedrking.

Next, read “Multiport Bridging” through “WAN Framing” earlier in this chapter. Depending on your
implementation, you might also need to review “IP Routing Protocol Selection for SRBKs't
and “SRB Network Design” earlier in this chapter.

If you require more than eight routers continue as follows:
Step 1 Evaluate the following requirements:

Determine which protocols are in use or are to be used. Relevant options are hierarchical
Systems Netork Architedure (SNA) and NetBIOS. If you are running hierarchical SNA,
determine the link speeds to the core front end processor (FEP) sites.

Determine whether parallel paths exist in the network either between individual routers or
in the general netork. If they dorefer to “WAN Parallelism” earlier in this chapter.

Determine whether the nebrk requiregreater than 2-kilobyte frames to be sent across
WAN links. If so, refer to “WAN Frame Sizes” earlier in this chapter.

Step 2 If the access ring and the FEP-connected sites exceed 15 Token Rings, you must address
the following topics:

® Determine whether locatknowledgment is a reqeiment (refer to “Local
Acknowledgment Recommendatioresdrlier in this chapter).
® Select an encapsulation method. (Refer to “WAN Framing.”)

® Design a network topology incorporating the rules outlined in “SRB Network Design.

® Select a routing protocol described in “WAN Parallelism” and “IP Routing Protocol
Selection for SRB Networks.”

Step 3  If performance is an important concern for your internetwork, review “IP Routing Protocol
Selection for SRB Networks.”

Step 4 Prepare each router’s configuration for the following:
® SRB (Refer to “Explorer Packets and Propagation” and “WAN Framing.")
® [P route tuning (Refer to “IP Routing Protocol Selection for SRB Networks.”)

Step 5 Turn on proxy explorer as needed. (Refer to “Explorer Packets and Propagation.”)
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Step 6 If the network requires using NetBIOS, proceed as follows:
® Turn on NetBIOS name caching.

® Limit the explorer packet processing queue to 20 entries. (Refer to “Explorer Packets
and Propagation.”)

Step 7 If you expect to exceed 250 Token Rings within the next 12 months, contact your technical
support repreentative for additional information.
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CHAPTER g

Designing SDLC, SDLLC, and QLLC
Internetworks

Internetworking in IBM System Network Architecture (SNA) environments often involves making
special accommodations for entities not originally intended to be connected to meshed
internetworks. This chapter addresses some of the challenges of this environment and aims to help
you successfully implement routing technology within an SNA environment.

This chapter describes three techniques designed to enable internetworking capabilities for
SNA-based network architectures:

® SDLC via STUN
® SDLLC Implementation
® QLLC Conversion

The sections describing serial tunneling (STUN), Synchronous Data Link Control (SDLC) over the
Logical Link Control type 2 (LLC) protocol (SDLLC), and Qualified Logical Link Control (QLLC)
focus on the following topics:

® Technology overview and issues

® Router technology options, implementation guidelines, and configuration examples

Note For information about IBM serial lines, refer to Appendix B, “IBM Serial Link
Implementation Notes.”

SDLC via STUN

SDLC via serial tunneling (STUN) involves encapsulating SDLC frames into Internet Protocol (IP)
packets and routing the encapsulated packetdBw&ipported network media. The SDLC frame is
transmitted without modification and the information within the frame is transparent to the network.
All SNA physical unit (PU) types are supported. This discussion focuses on the SDLC data link
protocol and its various configurations and is followed by a close look at how STUN is implemented.
Figure 4-1 illustrates various elements of STUN configuration in an environment that includes
front-end processors (FEPs) and cluster controllers.

Note For a case study on how to configure STUN for FEPs, see Topic 3, “STUN for Front-End
Processors,” in the Cisco publicatidnternetworking Applications: Case Studi&bl 1. No.2.
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Figure 4-1
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SDLC Data Link

SDLC is the synchronous, bit-erited protocol used by the SNA data-link control layer. As formally
defined by IBM, SDLC is a line discipline for managing synchronous, code-transparent, serially
transmitted bit information over a data link. Transmission exchanges can be full duplex or half
duplex and can occur over switched or nonswitched links. The configuration of the link connection
can be point-to-point, multidrop, or loop.

Common physical link-layer implementations are V.24 (EIA/TIA-232, forme8yZ32), V.35, and
X.21. This section describes SDLC as it applies to STUN.

The SDLC data link allows a reliable exchange of information over a communication facility
between SNA devices. The protocol provides for synchronization of receiver and transmitter, with
detection of and recovery from transmission errors. It does so through acknowledgment of frame
receipt and by performing a cyclic redundancy check (CRC) on the data.

Supported Data Link Configurations

This section provides information related to router-specific hardware implementation. Table 4-1
provides a matrix of SDLGupport for V.24.

Table 4-1 SDLC Support for V.24 ( EIA/TIA- 232)

Full
Product Type  NRZ/NRzI DTE/DCE Duplex Half Duplex Maximum MTU
Cisco 7000 Both Both Yes Yes 4 KB
Cisco 7010 Both Both Yes Yes 4 KB
AGS+ Both Both Yes Yes 4 KB
MGS Both Both Yes Yes 4 KB
Cisco 2500 Both Both Yes Yes 8 KB
Cisco 4000 Both Both Yes 4T card only 8 KB
Cisco 4500 Both Both Yes 4T card only 8 KB
Cisco 3104 Both Both Yes Dual serial card only 8 KB
Cisco 3204 Both Both Yes Dual serial card only 8 KB
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The following notes apply to the entries in Table 4-1:

® For the Cisco 7000, Cisco 4000, Cisco 4500, and Cisco 3000 products, supporterhdat t
equipment (DTE) or data communications equipment (DCE) functionality depends on the cable
used.

® For the AGS+ and MGS, if you are using a nonreturn to zero inverted (NRZI) applique, the
systems supports DCE natively. Japport DTE mode opeiah, a special cable is required.
Prior to the availability of the NRZI applique, either a DCE or DTE applique was specifically
ordered.

® Half-duplex support is available for the AGS+ and MGS with Software Release 9.1(7) or later.
The NRZI applique, three-port SCI card, and Software Release 9.1(7) or later are all required for
half-duplex support.

® Half-duplex support is available for the Cisco 4000 and the @800 only with the 4T card.

® Prior to Software Releases 8.3(6), 9.0(3), or 9.1(2), only 2-KB frame sizes were supported. When
increasing maximum transmission unit (MTU) size, consider interface card buffer memory size
constraints.

SDLC Frame Format
The SDLC frame has a specific format as illustrated in Figure 4-2.

Figure 4-2 SDLC Frame Format
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TheFlag field starts and ends the frame and initiates and terminates error checking. When the link
is idle, it is common to transmit streaming flags to maintain link synchronization, but is not
necessary to keep the link up. The router streams flags.

The Addr field contains the SDLC address of the secondary station—whether the frame is coming
from the primary or secondary. The Addr field can contain a specific address, a group address, or a
broadcast address. Routers support specific addresseppod suoadcast addressing on a limited
basis.

TheControlfield is a 1-byte field (for modulo 8 frames) or a 2-byte field (for modulo 128 frames).
The extra byte is required for modulo 128 frames to accommodate larger send andraoeive
count fields The value of the Control field identifies three different frame formats, as shown in
Table 4-2.
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Table 4-2 Components of the Control  Field

Hexadecim Hexadecim

Binary alEquivale alEquivale Acrony
Format Configuration nt (P/F off) nt(P/Fon) Command Name m
Unnumbered 000 F/F%0011 03 13 Unnumbered Info ul
Format 000 F 0111 07 17 Request Init. Mode RIM
000 P 0111 07 17 Set Init. Mode SIM
000 F 1111 OF 1F Disconnect Mode DM
010 F 0011 43 53 Request Disconnect RD
010 P 0111 43 53 Disconnect DISC
011 F 0011 63 73 Unnumbered Ack UA
100 P 0011 83 93 Set Normal Response. Mode SNRM
110 P 1111 CF DF Set Normal Response. Mode Ex. SNRME
100 F 0111 87 97 Frame REJECT FRMR
101 P/F 1111 AF BF Exchange ID XID
111 P/F 0011 E3 F3 Test TEST
Supervisory RRREP/F0001 x14 x1 Receive Ready RR
Format RRR P/F 0101 x5 x5 Receive Not Ready RNR
RRR P/F 1101 x9 X9 Reject REJ
Information RRR P/F SSSO  xx XX Numbered Info Present Transfer
Format
1. P = Poll bit
2. F = Final bit

3. RRR = Nr (receive count)
4. x = Any single digit hexadecimal value
5. SSS = Ns (send count)

Thenfo field is a variable-length field containing a path information unit (PIU) or exchange
identification (XID) information. Table 4-3 lists supported PIUs.

Table 4-3 PIU Support

PIU Type Router Support

PIU FIDO-bisync and start/stop (non-SNA) Not supported

PIU FID1-host channel to FEP to remote FEP Supported via STUN

PIU FID2-FEP to cluster controller (PU 2) Supported via STUN and SDLLC

PIU FID3-FEP to SNA terminal (PU 1) Supported via STUN

PIU FID4-FEP to FEP using virtual route Supported via STUN

PIU FIDF-FEP to FEP (VR SNF overflow sweep) Supported via STUN

XID 2-Contains PU parameters for PU types 1, 2, 4, andPJ types 2 and 4 supported via STUN and SDLLC
XID 3-APPN variable format for PU 2 and PU 2.1 Not supported

Theframe check sequen@€eCS field is a 2-byte field that, for transmitted data, contains the result
of a CRC performed on the first bit following the Flag field through the last biteofnfo field or
Control field (if the frame is adnnumberear aSupervisonformat). As the remote device receives

the data, it performs the same CRC computation and compares the result with the contents of the
FCS field. If the comparison fails to find a match, the frame is discarded and recovery procedures
take place.
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STUN Configuration for SDLC

The following sections provide design and implementation information for a variety of
STUN-related configuration topics.

® Local Acknowledgment

® Virtual Multidrop

® SDLC Broadcast across Virtual Multidrop Lines (I0S Release 10.2)
® SDLC Address Prioritization

® SDLC Two-Way Simultangus Mode (I0S Release 10.2)

® LU AddressPrioritization

® Flow Control

® Transmission Groups and Class of Service Capabilities

® SNA Host Configuration Considerations for STUN

Local Acknowledgment

Virtual Multidrop

Local termination of SDLC sessions allows frames to be locally acknowledged by the receiving
router. By locally terminating SDLC sessions, acknowledgment and keepalive traffic is prevented
from traversing the backbone, and SNA sessions are preserved in the event of network failure.

Local acknowledgment locally terminates Supervisory frames, which include Receiver Ready,
Receiver Not Ready, and Reject. Figure 4-3 illustrates the operation of SDLC local
acknowledgment.

Figure 4-3 STUN-to-SDLC Local Acknowledgment
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Note Local acknowledgment requires that TCP/IP sessions be maintained between the routers as a
means to provide reliable transport.

Virtual multidrop exploits SDLC address mapping to allow an FEP to communicate with multiple
cluster controllers. With a virtual mudtiop configuration, the address of each SDLC frame is
checked individually. Only addresses that match the configuration are forwarded to the specified
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destination, which allows an FEP to communicate with multiple 3174s from a single serial link (that

is, multidrop). You can also use SDLC address mapping as a security feature to restrict access based

on SDLC address, as shown in Figure 4-4.

Figure 4-4 SDLC Transport in Virtual Multidrop Environment
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The following steps are required to establish the network configuration illustrated in Figure 4-4:

Step 1 Include a LINE definition in the Netork Contol Program (NCP) running in the FEP,
followed by PU definitions for address 7, 9, and A. These definitions are interpreted by the
NCP as a multidrop link.

Step 2 Use thestun route addresstcp global configuration command to specify how to forward
frames.

Step 3 Determine if priority queuing is required. If so, local acknowledgment is required.

Step 4 Determine if local acknowledgment is required.

SDLC Broadcast across Virtual Multidrop Lines (I0S Release 10.2)

The SDLC broadcast feature allows SDLC broadcast address OxFF to be replicated for each of the
STUN peers, so that each end station receives the broadcast frame.

In Figure 4-5, the FEP views the end stations as if they were on an SDLC multidrop link. Router A

duplicates any broadcast frames sent by the FEP and sends them to any downstream routers (in this

example, Router B and Router C).
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Figure 4-5 SDLC Broadcast in Virtual Multidrop Line Environment
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Thesdlc virtual-multidrop interface configuration command enables SDLC broadcast and should
only be used on the router that is configured as the secondary station on the SDLC link. In addition,
thestun route addresstcp command for SDLC address OxFF must be configured on the secondary
station (in this example, Router A) for each STUN peer. A sample configuration follows:

stun peername XXX XXX.XXX.XXX
stun protocol-group 1 sdic
!

interface serial 1
encapsulation stun

stun group 1

stun sdlc-role secondary
sdlc virtual-multidrop

sdlc address 01

sdlc address 02

sdlc address 03

stun route address 01 tcp YYY.YYY.YYY.YYY local-ack
stun route address 02 tcp 772.777.777.772Z local-ack
stun route address 03 tcp 772.777.777.77Z local-ack
stun route address FF tcp YYY.YYY.YYY.YYY
stun route address FF tcp 772.777.772.272Z

SDLC Address Prioritization

For STUN prioritization of SDLC addresses over simple serial transport connections, use the
priority-list or thequeue-listglobal configuration command and use phierity-group interface
configuration command or thmistom-queue-listinterface configuration command, respectively,
on the interface that connects the remote router (the output interface).

For STUN prioritization of SDLC addresses over TCP/IP transport cdongcyou must configure
thepriority-list global configuration command and use phieri ty-group interface configuration
command on the interfaces that connect to the end devices (the input interfaces). Adsal-dek
andpriority keywords of thestun route addresstcp global configuration command must be
specified.

SDLC Two-Way Simultaneous Mode (I0OS Release 10.2)

Two-way simultaneous mode allows a router that is configured as a primary SDLC station to achieve
better utilization of a full-duplex serial line. When two-way simultaneous mode is enabled in a
multidrop environment, the router can poll a secondary station and receive data from that station
while it sends data to or receives data from a different secondary station on the same serial line. (See
Figure 4-6.)
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Figure 4-6 Two-Way Simultaneous Mode in a Multidrop Environment
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Thesdlc simultaneouscommand enables two-way simultaneous mode in a multidrop environment.

When two-way simultaneous mode is enabled for a point-to-point connection to a secondary station,
the router can send data to the secondary station even though there is an outstanding poll, as long as
the window size limit is not reached. Tédlc simultaneous singleommand enables two-way
simultaneous mode in a point-to-point link environment.

LU Address Prioritization

To prioritize logical units, use tHecaddr-priority-list global configuration command on each
router. For example:

locaddr-priority-list 1 02 high
locaddr-priority-list 1 03 high
locaddr-priority-list 1 04 low

You must also assign a priority list to the STUN priority ports usingtioeity-list global
command. For example:
priority-list 1 protocol ip high tcp 1994

priority-list 1 protocol ip medium tcp 1990
priority-list 1 protocol ip low tcp 1991

The serial interfaces attached to the end systems (input interfaces) must be associated with priority
lists using thdocaddr-priority andpriority-group interface configuration commands. The
locaddr-priority command links the interface to a local LU priority list (specified with the
locaddr-priority-list global configuration command). Tlpeiority-group command links the

interface to a TCP priority list (specified wittpaority-list global configuration command). For
example:

interface serial 1
locaddr-priority 1
priority-group 1

In addition, you must specify thecal-ack andpriority keyword options of the
stun route address tcpglobal configuration command.

The LU address prioritization feature has been enhanced to allow you to specify the PU on which a
LU resides. This enhancement is important because there might be multiple PUs on a multidropped
SDLC line that have the same LU address. For examplégimé=4-7, LUO2 on 3174-2 is a 3287
printer, and LUO2 on 3174-1 is a 3278 terminal. It is undesirable to aksigmame priority to the

printer and the terminal.
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Figure 4-7 LU Prioritization for STUN
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As of Software Release 9.1(9), LU address prioritization for both RSRB and STUN solved this
problem. In addition to the LU address, you can specify the SDLC address to identify a PU in a
multidropped SDLC line.

The syntax of théocaddr-priority global configuration command follows:
locaddr-priority list lu-addresssdlc secondary

The keywordsdlc indicates the next byte (in hexadecimal), aadondaryis the secondary SDLC
address. (This syntax is supported in Software Release 9.1(9).)

Flow Control

SDLC level flow control is also offered with local termination. When the router detects that the TCP
queue is 90 percent full, it blocks further SDLC frames until the TCP queue recedes to 80 percent
full. This is accomplished by transmitting SDLC Receiver Not Ready (RNR) frames.

There is also a flow control protocol between STUN peers. When SDLC autpués become
congested, a router can request the remotely attached router to exert back-pressure on the SDLC link.

Transmission Groups and Class of Service Capabilities

This section describes transmission group and class of service (COS) support provided by Cisco
routers. Information provided here includes the following topics:

® NCP-to-NCP Communications over a Routed Network

® Transmission Group and COS Design Guidelines and Notes
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Typical NCP-to-NCP Communications

In a typical NCP-to-NCP communications arrangement, a hosaimel-attached to an FEP acting
as an NCP. In Figure 4-8, NCP A is the primary SDLC station and NCP B (remote NCP) is a
secondary SDLC station. The NCPs dynamically detezrtheir relationship: the NCP with the
higher subarea number becomes the primary SDLC station. NCP V5R4 and later allows you to
configure which NCP is the primary and which NCP is theoadary.

Figure 4-8 Typical NCP-to-NCP Multilink Transmission Group Communication
Configuration
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A transmission groujis defined as one or more parallel SDLC links connecting adjacent PU Type

4 (NCP) nodes. Transmission groups are used to increase the reliability of the logical link connection
between NCPs and to provide additional bandwidth capacity. When one link fails or is congested,
data is routed on one of the other links in the group. The transmission group function is implemented
at the path control (PC) layer of the NCP architectural model. The PC layer encapsulates
request/response units in PIUs and sends them to the data link control (DLC) layer for transmission.

The PC layer uses the transmission header of the PIU to route messages through the network. SNA
defines different transmission header formats and identifies the different formats by Format
Identification (FID) type. A transmission header of type FID 4 is used to route data between

type 4 nodes that support explicit and virtual routes.

The NCP assigns a sequence order number to each link in a transmission group. In later versions of
NCP, you can specify the sequence order in which an NCP should use the tranggrasgidimks;
otherwise this order is determined by the order of link activation. Deactivation and reactivation of a
link cause it to become the last activated link in the transmission group, and PIU traffic will be sent
on the last activated link only if all other links fail or are busy.

Traditionally, the PC layer communicates directly with the DLC layer to transmit PIUs. When
sending PIUs over a multilink transmissiaiogp, a transmission group layer exists hestathe PC

and DLC layers. The transmission group layer contains a transmit queue. When the transmission
group layer gets a frame to send, it checks for the availability of a link in the transmission group in
priority (activation default) order. If the transmims group layer finds an available link (that is, a

link that is not down and is not busy), it assigns the PIU the next NCP sequence number and sends
the frame on that link. NCP sequence numbers range from 0 to 4095 and wrap on overflow.

When all links in the transmissigmoup are busy, PIUs are placed in thagmission group transmit

gueue to await transmission. PIUs accumulate in the queue until a link becomes available. When an
SDLC link becomes available, a COS algorithm is performed on the PIUs in the transmit queue. The
PIU with the highest priority is dequeued, assigned the next NCP sequence number, and sent on the
available link. It is important that sequence numbering occurs upon removah&trmnsmit queue
because PIUs can overtake each other on the transmit queue when COS priority processing is
performed. PIUs are never preempted by other PIUs on the same SDLC link queue.

There are several reasons why PIUs might arrive at the receiving NCP out of transmission group
sequence: links that operate at different speeds, PIUs on different links that have different lengths,
and SDLC link transmission errors that cause retransmission. Because PIUs can arrive out of order,
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the receiving FEP performs resequencing byumgincoming PIUs if their sequence number is

larger than the next expected sequence number. The algorithm is not important, but the rule is that
the receiving FEP propagates PIUs by sequence number order. PIUs with a lower sequence number
than expected are considered duplicates and discarded.

Later versions of NCP deviate from the SDLC standard in their use of SDLC echo addressing. The
SDLC secondary NCP sets the high-order bit of the SDLC address when sending a response. For
example, the primary NCP sends frames with address 01, and the secondary NCP sends frames with
address 81. This addressing scheme limits the range of SDLC addresses from 01 to 7F. Additionally,
SDLC address FF is used on frames preceding and during the NCP’s XID exchange. The XID and
DM frames use the broadcast address.

Another deviation from the SDLC standard occurs in NCP-to-NCP communication when a host

NCP loads a remote NCP. Normally, numbered Information frames can be sent only after an SNRM
(or SNRME), which resets the station counts to ensure that the two stations start with consistent
counts. When a host NCP loads a remote NCP, the host sends a SIM, and the remote NCP responds
with a RIM, which allows numbered Information frames to flow. NCPs are permitted to violate the
SDLC standard with echo addressing, broadcast addressing, and sending numbered Information
frames before SNRM because they only violate the standard when communicating with other NCPs.

NCP-to-NCP Communications over a Routed Network

There are several reasons to allow routers to carry NCP-to-NCP traffic. With the high cost of WAN
(leased-line) bandwidth, routers allow other protocols to share the bandwidth set aside for SNA
traffic. Additionally, a leased line is required for each line in a transmisstup ¢n the traditional
NCP-to-NCP communications. The number of leased lines can be collapsed into one leased line. In
addition routers provide dynamic routing capabilities, so the wide area network path chosen by a
router is dynamically determined. This can result in a more reliabMorietFigure 4-9 ilustrates
NCP-to-NCP communications in a router-based internetwork.

Figure 4-9 NCP-to-NCP Communications over a Routed Network
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This chapter is not intended to address STUN pass-through using direct HDLC or TCP/IP
encapsulation. There are several reasons to move from STUN pass-through to STUN local
acknowledgment:

® Keep SDLC poll (RR) traffic off of an overutilized WAN
® Prevent NCP timers from expiring due to network delay
® Collapse multiple WAN leased lines into one leased line

® Reduce store-and-forward delays through the router network
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Consider the situation illustrated in Figure 4-9. Notice that the router attached to the SDLC primary
NCP (Router A) acts as an SDLC secondary station, and vice versa for the other router (Router B).
For this discussion, assume that all serial links between NCPs and routers are in the same
transmission up. This means that the NCP considers the lines to be in transmggeigm X, and

the router considers the lines to be in transmisgionp Y. There is no relanship between X and

Y. X is used in the NCP system generation, and Y is used in the router configuration.

Transmission Group and COS Support
The following features facilitate the support of transmission groups and COS in Cisco routers:

® SDLC address violation allowances
Two specific instances are exempt from SDLC addressing restrictions:
— Echo addressing
— Broadcast addressing

® Remote NCP load sequence

When a remote NCP is being loaded, the remote NCP is capable of minimal SDLC function. It
cannot go into Normal Response M@ERM) until it is loaded. The load sequence for a remote
NCP starts with a SIM/RIM exchange between NCPs, which initializes each NCP’s SDLC frame
count to zero. After the SIM/RIM exchange, the NCP’s pass numbered Information frames,
which normally does not occur until after a SNRM/UA sequence. For the router’s SDLC
transmission group local-acknowledgment support to allow loading of remote NCPs, the routers
pass through all frames after a SIM/RIM sequence and before a SNRM/UA sequence. After the
SNRM/UA exchange, normal local acknowledgment occurs.

® Rerouting in multilink transmission groups

When a router acknowledges an Information frame, it must ensure delivery of that frame to the
receiving NCP. If, after the frame is locallgkanowledged, the corresponding link in the

receiving transmission group is lo#te receiving router reroutes the frame onto another SDLC
link in the same transmission group.

® COS

COS is performed in the sending NCP. Each PIU is assigned a sequence number. The best service
the routers can perform is to try to preserve the COS as assigned by the sending NCP via
sequence numbers. Therefore, all SNA data PIUs are treated equally with the goal to preserve
PIU order. However, virtual route pacing responses flow at SNarktpriority level and do

not have sequence numbers (that is, they have a sequence number of 0). The router prioritizes all
SNA netvork priority PIUs higher than SNA data to achieve more efficient virtual route pacing.

Note The router cannot use the PIU to determine whether traffic is interactive or batch. Even if the
router could make this determination, prioritizing one type of traffic over another would cause the
receiving NCP to waste CPU time resequencing the PIUs and would also dégoadéput

because the receiving NCP would hold PIUs longer when resequencing.
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® Flow control tuning for better COS operation

Thetcp-queue-maxkeyword of thestun route address tcpglobal configuration command

allows you to tune the size of the outbound TCP queue so that when the WAN becomes
congested, frames generated by an NCP can be stored in the router as well as in the NCP. When
the size of the outbound TCP queue is small, back-pressure via SDLC RiYREdd to sending

NCPs sooner, causing the NCP to hold more frames. The more frames that are held by the NCP,
the more frames to which the NCP’s COS algorithm is applied. The size of the outbound TCP
gueue should not be configureddye 70.

Transmission Group and COS Design Guidelines and Notes

The following guidelines and notes should be considered when implementing transmission groups
and COS:

1 Bandwidth of the WAN should be greater than or equal to the aggregate bandwidth of all the
serial lines. If other protocols are also using the WAN, bandwidth of the WAN should be greater
than the aggregate bandwidth of all the serial lines.

2 If the network delay associated with one line of an NCP transmission group is different from the
network delay ssociated with another line in the same NCP transmiggimup, the receiving
NCP spends additional time resequencing PIUs. This happens when one or more of the NCP
transmission group lines is routed and one or more lines is directly connected between NCPs.

3 With the Software Release 9.1 prioritizing algorithm, only the highest priority traffic is
guaranteed to get through. With Software Release 9.21, prioritization flexibility is enhanced with
the addition otustom output queuin@ustom output queuing can be used to guarantee specific
bandwidth allocated to protocols with respect to bandwidth allocated to other protocols.

If you are using Software Release 9.1 and an SNA WAN as a multiprotocol backbone, give SNA
traffic the highest priority and assign the next highest priority to other mission critical protocols.
Table 4-4 lists equivalent commands for configuring priority queuing and custom output
queuing.

Table 4-4 Comparison of Priority Queuing and Custom Output Queuing Configuration
Commands
Priority Queuing Custom Output Queuing
priority-list 4 protocol ip high tcp 1994 queue-list 2 protocol ip 1 tcp 1994
priority-list 4 protocol ip medium tcp 1992 gueue-list 2 protocol ip 2 tcp 1992
priority-list 4 protocol ip normal tcp 1991 gueue-list 2 protocol ip 3 tcp 1991
priority-list 4 protocol ip low tcp 1990 gueue-list 2 protocol ip 4 tcp 1990

In addition, make sure that your WAN bandwidth is significantly greater than your aggregate
SNA serial line bandwidth to ensure tlyatur SNA traffic does not monopolizke WAN.

4 When NCPs are directly connected, their poll/pause timers should be configured for maximum
throughput using the NCP PAUSE statement. Configuratiohi®fplarameter depends on
whether the NCP is acting as a primary or secondary SDLC station. Table 4-5 outlines the
defaults and recommendations as specified in the IBM publicatioimg and Problem Analysis
for NCP SDLC Devices
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Table 4-5 NCP PAUSE Parameter Guidelines

Pause Statement

Parameter IBM Guideline

NCP primary PAUSE If the NCP has no data to send, this is how long the NCP will wait

between sending polls. (Default is 0.2 seconds; 0 is recommended)

NCP secondary PAUSE Specifies the time that the secondary NCP will wait before
returning a frame with the Final bit set. (Default is 0.2 seconds;
recommended to be high —0.2 to 1.0 seconds)

Adding routers with local acknowledgment creates two SDLC sessions instead of one. The result
is that the two SDLC sessions do not preserve the original characteristics of the original
NCP-to-NCP SDLC session. To adapt a secondary NCP to the router environment, change its
system generation PAUSE statement to a value between 0.0 and 0.1 seconds, inclusive.

SNA Host Configuration Considerations for STUN

When designing SUN-based internetworks featuring routers and IBM SNA entities, you must
carefully consider the configuration of SNA nodes and routing nodes. Tables in Appendix D, “SNA
Host Configuration for SDLC Netorks,” provide examples of SNA host configurations thatis

on two specific SNA devices:

® FEP configuration for SDLC links
® 3174 SDLC configuration example

STUN Implementation Checklist

Before implementing a serial tunneling (STUN) internetwork, make sure you are familiar with the
information in publication®outer Products Configuration Guided theRouter Products

Command Referendbkat deal with Synchrmus Data Link control (SDLC). Depending on your
implementation, you may need to review “SDLC via STUN" earlier in this chapter.

Use the following steps as a checklist when implementing SDLC STUN in your interket

Step 1 Evaluate your current environment. Compile the following list of items and use it as a
starting point for integrated router-based internetworking solutions.

® What host-attached cluster controllers or front end processors (FEPSs) are being used
(such as 37x5, 3172, and 3174} host site might be referred to as a local, core, or
backbone site, or as a data center.

® Through what redia is the network connected to the host site?
STUN: Serial connection at both ends.

SDLLC: Token Ring at primary station and SDLC at secondary station, or Ethernet at
primary stations and SDLC at secondary station.

Reverse SDLLC: SDLC at primary station and Token Ring or Ethernet at secondary
station.

® What are the link speeds for local and remote end systems?

® What are the current SDLC line utilization measurements of those links that will attach
to the router? This information will be helpful in determining the site requirements.
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Step 2

Step 3

Step 4

Step 5

What interface types are to used? For example:V.24 (EIA/TIA-232, formerly RS-232),
V.35, X.21.

What modems, data service units (DSUs), channel service units (CSUs), or
modem-sharing or line-sharing devices are to be used?

What remote end system types are involved? For example: 3174, 3274, or AS/400.

What kind of emulation requirements are involved? For example: half or full duplex,
NRZ or NRZI.

What are the current transaction response times? Consider peak load periods and
characterize traffic patterns.

How many PUs are in place? How many are planned? The number is important for
router utilization sizing.

How may LUs are in place? How many are planned? Many busy LUs attached to a PU
will increase link utilization.

Determine current host configurations. Important information includes:

Network Control Program (NCP) definition listing if 3745, 3725, or 3720; in particular
GROUP, LINE, PU, and LU definition statements

Remote controller configuration worksheets for 3x74, 5X94
0S/2 Communication Manager configuration files

Network topology diagram

Determine what router-based IBM features will best suit your requirements:

If remote devices are SDLC-attached PU type 2 devices, consider SDLLC. Refer to
“SDLLC Implementation” following.

Depending on the specific situation, STUN can be used in many instancagpands
all PU types.

Determine what FEP-to-NCP conversion changes are required:

Are FEP lines multidrop drops? Is virtual multidrop required? Refer to “Virtual
Multidrop” earlier in this chapter.

Do PU addresses require changing if SDLC address prioritization is used? Refer to
“SDLC Address Prioritization” earlier in this chapter.

Does the reply timeout T1 timer need to be increased to accommodate network delays
if local acknowledgment is not used?

Does the “Retries” parameter need to be adjusted for longer elapsed retry sequences?

Determine how end-station controllers are configured and, if possible, configure the router
to accommodate them:

Addresses might need changing if you use virtual mdp. Refer to “Virtual
Multidrop” earlier in this chapter.

NRZ support might be required depending on router platform and interface used. Refer
to “Supported Data Link Configurations” earlier in this chapter.

If the controller toggles RTS (assumes half duplex mode), ref&uipdorted Data Link
Configurations” earlier in this chapter.
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SDLLC Implementation

The SDLLC function allows serial-attached devices using the SDLC protocol to communicate with
LAN-attached devices using the LLC2 protocol. The basic purpose of the SDLLC function is to
consolidate the traditionally disparate SNA/SDLC networks ontAld-based, multiprotocol,
multimedia backbone network.

Using the SDLLC feature, routers terminate SDLC sessions, translate SDLC to the LLC2 protocol
and forward the LLC2 traffic through remateurce route bridging (RSRB) over a pdiotpoint or

IP network. Because a router-based IP network can use any arbitrary media such as FDDI, Frame
Relay, X.25, or leased lines, routers support SDLLC over all such mediglhl® encapsulation.
Figure 4-10 illustrates a general SDLLC media translation internetwork arrangement.

Figure 4-10 SDLLC Media Translation
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Note In Figure 4-10, the Token Ring connection (Token Ring 10) could also be an Ethernet
segment that connects the FEP or 3172 and router.

SDLLC Configuration

The following sections provide design and implementation information for the following
SDLLC-related configuration topics:

® Local Acknowledgment
® Multidrop Access
® Router Configuration

® Encapsulation Overhead

Local Acknowledgment

4-16

Local acknowledgment of LLC2 sessions allows frames to be locally terminated by the Token
Ring-attached router, which guarantees delivery to the ultimate destination through the reliable
transport sevices of TCP/IP. By locally terminating LLC2 sessions, packet reception is locally
acknowledged, acknowledgment and keepalive traffic is prevented from traversing the backbone,
and SNA sessions are preserved in the event of network failure. The SDLC session in an SDLLC
environment is always acknowledged by the router that is performing the media translation.
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Multidrop Access

Local acknowledgment locally terminates Supervisory frames, which include Receiver Ready,
Receiver Not Ready, and Reject.

Figure 4-11 illustrates the operation of local acknowledgment.

Figure 4-11 Local Acknowledgment Operation
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Note Local acknowledgment requires that TCP sessions be maintained between the routers. It is
not uncommon to see high router CPU utilization at idle traffic times and then decreased utilization
as traffic increases. Polling overhead in the router may drive processor use up.

Two approaches can be taken to configure multidrop operation for the SDLC link in an SDLLC
environment. First, by using a line-sharing device or a modem-sharing device (MSD), you can
connect multiple controllers at a single site to a single SDLC port on the router. The second approach
is to connect multiple controllers at different siteotigh a multidrop service provided by a

telephone company. For more information about multidrop connections, refer to Appendix B, “IBM
Serial Link Implementation Notes.”

When designing a multidrop environment, you should consider line speed, link utilization, and the
number of controllers that will share a single line. In addition, consider the number of attached LUs
associated with individual PUs, and determine if these LUs are being heavily used. If so, increase
the bandwidth of the attached serial line. When implementing multidrop environments featuring
large numbers of PUs and LUs, contact your techisigaport repreentative for specific

capabilities.

Router Configuration

To configure a router for SDLLC, you need certain virtual telecommunications access method
(VTAM) and NCP definition statements to configure the router properly. Figure 4-12 illustrates the
required configuration information.
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Figure 4-12 Required End-to-End SDLLC Information
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Consider an example of two routers that implement the SDLLC functionality in an environment that
interconnects a remote site to a host channel attached to a 3174 Token Ring gateway, as shown in
Figure 4-13.

Figure 4-13 SDLLC Implementation with 3174 Token Ring Gateway
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Note Routers also support SDLLC implemented in environments with a 3745 Token Ring gateway.

In the example network illustrated in Figure 4-13, the following conditions apply:
® The SDLC address of the 3174R is C1.
® The device called 3174L is a 3174 Token Ring that is channel-attached to an IBM mainframe.

The 3174R must be defined in the configuration of the 3174L using the virtual Token Ring MAC
address. This address is created in the router configuration; it includes the SDLC address as the last
byte. This virtual MAC address is mapped to a host subchannel address. One host subchannel
address is assigned for each downstream physical unit at host system generation time. PU and LU
functions are defined to VTAM within the switched major node function.
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On Router 1, the following configuration commands are required:

® Thesdllc traddr interface configuration command with a virtual ring address for the 3174R.
Note that the last byte must be 00 and ttoat must specify the appropriate SDLC address
(in this case, C1) for the same last byte during the 3174L customization.

® Thesdllc partner interface configuration command with the MAC address of the 3174L
gateway and the SDLC address of the 3174R.

® The following version of thedllc xid interface configuration command:

sdllc xid c1 00000000

Thesdllc xid interface configuration command is specified with all zeros in the IDBLK/IDNUM
field to establish the LLC session between Router 1 and the 3174L. All zeros in the node ID field
of the XID command indicates that there is no unique node identifier in this field.

Encapsulation Overhead

Cisco routers provide several types of encapsulation solutions. Because encapsulation always incurs
a certain amount of overhead, you need to assess the advantages and performance trade-offs of each
encapsulation solution within the constraints of your environment.

Because TCP/IP encapsulation is very robust, provides a high quality of service, and is media
independent, it is recommended most frequently. If SDLLC local acknowledgment is required,
TCP/IP encapsulation is required. If SDLLC local acknowledgment is not required, Fast-Sequenced
Transport (FST) encapsulation is highly recommended because it is less CPU intensive.

Direct High-Level Data Link Control (HDLC) encapsulation can only be used in point-to-point
environment. FST and direct HDLC encapsulation are comparable in performance, but FST has
more overhead, which may be an issue on slow speed serial links. TCP/IP encapsulation has the most
overhead in terms of processor utilization and the WAN connection. If TCP/IP encapsulation with
header compression is a requirement, use it only on link speeds of 64 kbps or less.

Table 4-6 outlines encapsulation overhead for SDLLC and RSRB implementations.

Table 4-6 SDLLC and RSRB Encapsulation Overhead
TCP/IP with Header
TCP/IP FST Compression HDLC

CPU intensive

4 bytes for HDLC

20 bytes for IP

20-24 bytes for TCP
16 bytes for virtual ring
Total: 60—64 bytes

Less CPU intensive
4 bytes for HDLC
20 bytes for IP
16 bytes for virtual ring

Total: 40 bytes

Very CPU intensive
4 bytes for HDLC
3-8 bytes for TCP/IP
16 bytes for virtual ring

Total: 23—28 bytes

Least CPU intensive

4 bytes for HDLC
16 bytes for virtual ring

Total: 20 bytes
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SDLLC Guidelines and Recommendations

The following suggestions should help you improve resousggorese time and network
performance:

® Token Ring frame size—Allow the Token Ring Interface Coupler (TIC) FEP to send as large a
frame as is possible and let the router segment the frame into multiple SDLC Information frames.

® MAXOUT (window size)—Change the MAXOUT value in the VTAM-switched major node for
the 3174 PU. MAXOUT is IBM’s terminology favindow sizelBM recommends setting
window sizes on LAN-attached devices to 1 because their tests found no performance benefit
with a larger window size. Thed bookgublished by the IBM International Systems Center and
widely used as installation guides by IBM SEs and customers show examples with MAXOUT=1.
Because the remote device is an SDLC-attached 3x74, not a Token Ring-attached device,
changing MAXOUT to 7 can make a dramatic improvement in performance.

® SDLC line speed—Increase the line speed of the 3x74 to 19.2 kbps (older units) or 64 kbps
(newer units) when the controller is directly attached (as opposed to attachment through a
modem) to the router. Modem and communication facilities are frequently the limiting factors in
determining the line speed in the prerouter configuration.

® SDLC frame size—Set the largest SDLC frame size to 521 on newer 3274 models (not 265,
which is required for older 3274 modelSge the note that follows.

® Request To Send (RTS) control—Set 3#1¢4 forpermanent RTS if the device is not connected
via a multidrop service through modem-sharing devices or line-sharing devices. Modem-sharing
and line-sharing connections require that RTS be toggled when the device is transmitting. Setting
permanent RTS cuts down on line turnaround delays and can improve link utilization by
10 percent. (However, setting permanent RTS is unlikely to achieve any perceptible response
time improvements.)

Note Changing configurations of end devices such as terminal controllers is often considered an
undesirable activity. The high number of devices requiring changes and the cost and unavailability
associated with these changes can make these modifications onerous. Modify SDLC maximum
frame size and RTS control with discretion.

SDLLC Implementation Scenarios

4-20

The following case study shows how an internetwork can evolve from a SNA-specific SDLC
environment featuring 3x74 controllers and 3270 terminals to a network consisting of PCs with
client/server applications. The most important requirement for this evolution is the protection of
existing SNA investment.

Assume that the original network consisted of hundreds of SDLC 3x74 controllers connected to a
number of 37x5 FEPs in the data center. A disaster recovery center maintains the “mirror-image” of
the data center. Many of 3x74s are multidrop connected to the host via 9.6- or 19.2-kbps leased lines.
The challenges facing the corporate MIS organization for this internetwork include the following:

® Reliability—When an SDLC line goes down, all the downstream users are affected. There is no
network redundancy.

® |eased line charges—Providing lines to multiple remote SDLC devices results in excessive
service charges and must be minimized.
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® FEP CPU use—CPU use is higher for SDLC-supported sessions than for LAN-supported
sessions.

® Maintaining VTAM and NCP—Every move and change requires system programmers to
regenerate VTAM/NCP, which increases the cost of maintaining a statistically defined network.

® Support of LAN-based applications—There is a growing need to support LAddba
interconnection, both PC-to-host and PC-to-PC.

® Availability and uptime—To maintain a competitive advantage, the organization needs to keep
SNA sessions alive even in the event of network failure.

A phased strategy aimed at addressing these challenges would consist of three phases. Each of these
phases is discussed in the following implementation examples.

Phase 1: Redundant Backbone Using STUN and Virtual Multidrop

Build a redundant backbone network with routers and high-speed E1 or T1 links in each regional
office, as shown in Figure 4-14. Connect multiple SDLC devices to a router via SDLC transport with
virtual multidrop. The resulting network increases reliability and minimizes leased-line charges.

Figure 4-14 Connect ing Multiple SDLC Devices via SDLC Transport with Virtual Mul tidrop
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Phase 2: Fault-Tolerant Host FEP Token Ring and SDLLC Implementation

Implement a fault-tolerant host FEP Token Ring, as shown in Figure 4-15. Connecting existing
SDLC devices to the host Token Ring via SDLLC results in improved response time. Because SDLC
devices appear as Token Ring-attached devices to the host, you do not need to regenerate NCP and
reload when adding or changing PUs and LUs. This can be done dynantioaligtt

VTAM-switched major nodes. This implementation also reduces FEP CPU utilization.

Figure 4-15 Fault-Tolerant TICs and SDLLC Implementation
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Phase 3: Strategic LAN-to-WAN Implementation

Implement LAN (both Token Ring and Ethernet) internetworks in selected locations along with
alternative WAN technologies such as Frame Relay, as shown in Figure 4-16. Connect LAN-based
and remote SDLC devices to host FEP Token Ring via SDLLC, RSRB, and translational bridging,
and to host FEP SDLC via reverse SDLLC (SDLC side primary). SNA session integrity is
maintained through local termination of both LLC2 and SDLC traffic. These solutions provide
needed support of LAN-based applications and provide improved availability and uptime for SNA
network devices.

Figure 4-16 Implementing Alternative LAN-to-WAN T  echnologies for an | ntegrated
Solution
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SDLLC Implementation Checklist

Before implementing an SDLLC-based internetwork, make sure you are familiar with information
in the publication®outer Products Configuration Guid@dRouter Products Command Reference
that deal with SDLC. Depending on your implementation, you might need to review the sections
“SDLLC Configuration” and “SDLLC Implementation Scenarios” earlier in this chapter.

In general, the following guidelines help you create a working, manageable network:
® Use a phased approach to implement your router network.

® Establish a test environment to initially bring up the routers.

® Plan a gradual cutover of end devices into the production environment.

® During the cutover period, observe the router’s behavior &$ingy commands.

You should strive to create a network that has predictable behavior early on. This can prevent
problems from happening as more and more devices are brought on line.

The following is a specific SDLLC implementation checklist that you can use to identify
technologies, implementations, and possible solutions for your internetwork:

Step 1 Evaluate the customer requirements for SDLL@psurt:

® |dentify all host-attached controllers. Examples include 37x5, 3172, and 3174 devices.
The host sites might be referred to as local, core, backbone, or data center sites.

® How are the host site controllers connected to the network?
® |s Token Ring already in place? Ethernet?
® Determine link speeds for remote end systems.

® Determine current line utilization measurementswek Performance Mnitor is
typically installed in the larger SNA shops where it makes historical data available.

® What interface type is required? For example: V.24 (EIA/TIA-232, forme8y2R2),
V.35, or X.21.

® What modems, data service units, channel service units, modem-sharing devices or
line-sharing devices will be used?

® |s Link Problem Determination Aid (LPDA) support required? LPDA is &ufeaof
IBM modems and data service units that reports line quality and statistics to NetView.
LPDA version 1 is not compatible with STUN and SDLLC; LAPD Version 2 may be
compatible with STUN.

® What remote end-system types are expected? Examples include 3174, 3274, and
AS/400.

® Will there be end-system emulation?

® What is the current transaction response time? Is subsecond response required?

® Number of PUs (this will be important for router utilization sizing).

® Number of LUs (many busy LUs attached to a PU will increase link utilization).
Step 2 Determine current configuration. Important information includes the following:

® NCP system generation for 3745, 3725, and 3720 devices; in particular, note the LINE,
PU, and LU definition statements.

® | ocal controller curremivorksheets for 3174, 3172 devices.

® Remote controller configuration worksheets for 3x74 and 5x94 devices.
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® (0S/2 Communication Manager configuration files.
® Network topology diagram.
Step 3 Determine the SDLLC features that best suit your requirements.

Confirm that devices to be attached are SDLC PU type 2 devices. Select specific feature
requirements, such as local acknowledgment and virtual multidrop.

Step 4 Determine what host conversion changes are required:
® Switched major node definitions for VTAM

® FEP/NCP changes for Token Ring addition and SDLC link reduction

QLLC Conversion

QLLC is a data-link protocol defined by IBM that allows SNA data to be transported across X.25
networks. With QLLC, each SDLC physical link is replaced by a single virtual circuit. Figure 4-17
illustrates a typical QLLC topology. In this topology, both ends of the connection over the X.25
network must be configured for QLLC.

Figure 4-17 Typical QLLC Topology
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QLLC conversion is an IOS Release 10.2 feature that causes the router to perform all of the
translation required to send SNA data over an X.25 network so that IBM devices that are connected
to a router danot have to be configured for QLLC.

QLLC conversion allows a device (typically a FEP or an AS/400) that is attached directly to the
router or through a Token Ring to communicate with a device (typically a 3174 terminal controller)
that is attached to an X.25 network, as shown in Figure 4-18. In this example, only thalterm
controller must be configured for QLLC and have an X.25 interface.

Figure 4-18 Simple Topology for QLLC Conversion
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In some topologies, one router interface uses SDLC to communicate with the terminal controller,
and another router interface uses X.25 to communicate with the remote device over the X.25
network. In Figure 4-19, the router, configured for QLLC conversion, handles SNA traffic between
the terminal controller and the FEP.

S2972
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<«<— QLLC session ——— > <— TCP session —>»

Figure 4-19 Topology that Uses SDLC and QLLC Conversion
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QLLC conversion also supports multiple SDLC connections coming through an MSD, as shown in
Figure 4-20.

Figure 4-20 QLLC Conversion Supports Multidrop SDLC Topology
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The router that is configured for QLLC conversion does not need to be on the same Token Ring as
the FEP. In Figure 4-21, Router A is configured for QLLC and remote source-route bridging
(RSRB), and Router B is configured for RSRB only. RSRB allows the FEP to connect to Router A.
If a Token Ring connected to the X.25 network communicates with the Token Ring attached to the
FEP by a protocol other than SRB, RSRB can provide connectivity.

Figure 4-21 Complex QLLC Conversion Topology
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Figure 4-21 shows an example using local acknowledgment, which causes the LLC2 session from
the Token Ring-attached SNA device (the FEP) to be terminated at the adjacent router (Router B).
A TCP session transports the data from Router B tootiker attached to the X.25 network

(Router A). Only Router A is configured for QLLC conversion. When enabled, local
acknowledgment applies to all QLLC connections. $bterce-bridge gllc-local-ackglobal

configuration command enables local acknowledgment and applies to all QLLC connections.
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In pass-through mode, local acknowledgment is not used. Instead, the LLC2 session from the Token
Ring-attached SNA device (the FEP) is terminated at the router connected to the X.25 network

(Router A).
QLLC conversion also supports a configuration in which SNA end stations (3174 or equivalent)

connected to a Token Ring reach the FEP through an X.25 connection, as shown in Figure 4-22. In
this case, IBM Network Packet Switching Interface (NPSI) software is installed on the FEP.

Figure 4-22 QLLC Conversion Supports SNA End Station Connections over Token Ring
and X.25 Networks
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CHAPTER

Designing ATM Internetworks

Asynchronous Transfer Mode (ATM) is an evolving technology designed for the high-speed transfer
of voice, video, and data through public and privatevogis in acost-effective manner. ATM is

based on the efforts of Study Group XVIII of the International Telecommunication Union
Telecommunication Standardization Sector (ITU-T, formerly the Consultative Committee for
International Telegraph and Telephone [CCITT]) and the American National Standards Institute
(ANSI) to apply very large scale integration (VLSI) technology to the transfer of data within public
networks. Officiallythe ATM layer of the Broadband Integrated Services DigitaiMdet (BISDN)

model is defined by CCITT 1.361. Current efforts to bring ATM technology to private networks and
to guarantee interoperability between private and public networks is being done by the ATM Forum,
which was jointly founded by Cisco Systems, NET/ADAPTIVE, Northern Telecom, and Sprint in
1991.

This chapter describes current ATM technologies that network designers can use inweksnet
today. It also makes recommendations for designing non-ATM networks today that those networks
can take advantage of ATM in the future without sacrificing current investments in cable.

This chapter focuses on the following topics:
® ATM Data Exchange Interface

® ATM Interface Processor Card

® Cisco HyperSwitch A100

® ATM Media

ATM Overview

ATM combines the strengths of time-division multiplexing (TDM)—whose fixed time slots are used

by telephone companies to deliver voice without distortion—with the strengths of packet-switching
data networks—whose variable size data units are used by computer networks, such as the Internet,
to deliver data efficiently. While building on the strengths of TDM, ATM avoids the weaknesses of
TDM (which wastes bandwidth by transmitting the fixed time slots even when no one is speaking)
and PSDNs (which cannot accommodate time-sensitive traffic, such as voice and video, because
PSDNs are designed for transmitting bursty data). By using fixed sized cells, ATM combines the
isochronicity of TDM with the efficiency of PSDN.
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ATM Cell Format

ATM cells consist of 5 bytes of header information and 48 bytes of payload data. Two fields in the
ATM header are used to route cells through ATM networks:

® VPI—The virtual path identifier.
® \CIl—The virtual channel identifier.

The VPI and VCI fields of the cell header identify the nextvoek segment that a cell eds to

transit on its way to its final destinationvitual channelis equivalent to a virtual circuit—that is,

both terms describe a logical connection between the two ends of a communications connection. A
virtual pathis a logicalgrouping ofvirtual circuits that allows an ATM switch to perform operations

on groups of virtual circuits.

ATM Functional Layers

ATM consists of three functional layers—the ATM physical layer, the ATM layer, and the ATM
adaptation layer—that correspond roughly to layer 1 ang pélayer 2 (such as error control and
data framing) of th®©pen System Interconnecti¢@Sl) reference model, as shown in Figure 5-1.

Figure 5-1 Relationship of ATM Functional Layers to the OSI Reference Model
Application
Network
ATM adapation Data Link
layers
ATM layer

ATM physical layer Physical 8
(323
(%]

ATM layers OSl layers

The ATM physical layer controls transmission and receipt of bits on the physical medium. It also
keeps track of ATM cell boundaries and packages cells into the appropriate type of frame for the
physical medium being used. Above the physical layer i&1\ layer which is responsible for
establishing virtual connections and passing ATM cells through the ATM network. Immediately
above the ATM layer is thaTM adaptation layemwhich translates between the largervice data

units (SDUs) (for example, video streams, and data packets) of upper-layer processes and ATM
cells. Several ATM adaptation layers are currently specified. They are analyzed later in this chapter.
Cisco routers currently support ATM adaptation layer 5 (AAL5), which is used to transfer most
non-SMDS data, such as classical IP over ATM and local-area network (LAN) emulation, and
AAL3/4 for SMDS traffic.
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ATM Addressing

The ATM Forum has adapted the subnetwork model of addgesswhich the ATM layer is

responsible for mapping network layer addresses to ATM addresses. Several ATM address formats
have been developed. Public ATM networks will typically use E.164 numbers, as also used by
Narrowband ISDN (N-ISDN) networks.

The ATM address formats are modeled on ISO Network Service Access Point (NSAP) addresses,
but they identify SubNetwork Point of Attachment (SNPA) addresses. Incorporating the MAC
address into the ATM address makes it easy to map ATM addresses into existing LANs.

Note For overview information about ATM, see theernetworking Technology Overview
publication.

ATM Data Exchange Interface

To make ATM functionality available a®on agpossible, the ATM Forum developed a standard
known as thdTM Data Exchangénterface(DXI). Network designers can use DXI to provide
User-Network Interface (UNI) support between Cisco routers and ATM networks, as shown in

Figure 5-2.

Figure 5-2 ATM DXI Topology
ATM DXI ATM cells
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The ATM data service unit (ADSU) receives data from the router in ATM DXI format over a
High-Speed Serial Interface (HSSI). The DSU converts the data into ATM cells and transfers them
to the ATM network over a DS-3/E3 line.

ATM DXl is available in several modes:

® Mode la—Supports AAL5 only, a 9232 octet maximum, and a 16-bit FCS, and provides 1023
virtual circuits.

® Mode 1b—Supports AAB/4 and AALS5, a 9224 octet maximum, and a 16-bit FCS. AAL5
support is the same as Mode 1a. AAL3/4 is supported on do@hgirculit.

® Mode 2—Supports AAL3/4 and AALS with 16,777,215%tuil circuits, a 65535 octet
maximum, and 32-bit FCS.

On the router, data from upper-layer protocols is encapsulated into ATM DXI frame format.
Figure 5-3 shows the format of a Mode 1a ATM DXI frame.
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Figure 5-3 ATM DXI Frame Format
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In Figure 5-4, a router configured as a data terminal equipment (DTE) device is connected to an
ADSU. The ADSU is configured as a data communications equipment (DCE) dEwéceouter

sends ATM DXI frames to the ADSU, which converts the frames to ATM cells by processing them
through the AAL5 convergence sublayer (CS) and the segmentation and reassembly sublayer
(SAR). The ATM layer attaches the header, and the cells are sent out the ATM UNI interface.

Figure 5-4 ATM DXI Mode 1a and Mode 1b Protocol Architecture for AALS
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ATM DXI addressing consists of a DFA, which is equivalent to a Frame Relay data link connection
identifier (DLCI). The DSU maps the DFA into appropriate VPI and VCI values in the ATM cell.
Figure 5-5 shows how the DSU performs address mapping.

Figure 5-5 ATM DXI Address Mapping
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Note ATM DXI 3.2 is supported in Software Release 9.21 and subsequent software releases.
Mode la is the only mode supported.

ATM Interface Processor Card

The ATM interface processor (AIP) card supports native ATM in Cisco 7000 and Cisco 7010 routers
that are running 10S Release 10.0 or later.

Note 10S Release 10.0 supports AAL5 permanent virtual circuits (PVCs) only.

IOS 10.0 supports ATM Forum UNI Specification V3.0, which includes the user-to-network ATM
signaling specification. The AIP card uses RFC 1483 (Multiprotocol Encapsulation over AALS5) to
transport data through an ATM network. RFC 1483 specifiasstef an LLC/SNAP 8-byte header

to identify the encapsulated protocol. It also specifies a null encapsulation (VC Mux) which, instead
of headers, creates a separate virtual circuit per protocol.

The AIP supports the following protocols:

® AppleTalk

® Banyan Virtual Network System (VINES)

® Connectionless Network Service (CLNS)

¢ DECnet

® Internet Protocol (IP)

® Novell Internetwork Packet Exchange (IPX)

The following physical layer interface modules (PLIMs) are available for the AIP:
® TAXI 4B/5B 100-megabits-per-second (Mbps) multimode fiber-optic cable
® SONET/SDH 155-Mbps fiber-optic (STS-3c or STM1) cable

® SONET/SDH 155-Mbps single-mode fiber-optic (STS-3c or STM1) cable
® E3 34-Mbps coaxial cable

® DS-3 45-Mbps cable

The total bandwidth though all the AIPs configured in a router should be limited to 200 Mbps full
duplex. For that reason, only the following combinationssapgported:

® 2 TAXl interfaces

® 1 SONET and one E3 interface

® 2 SONET interfaces, one of which is lightly used
® 5 ES3interfaces

The AIP includes hardware support for various traffic shaping functions. Virtual circuits can be
assigned to one of eight rate queues, each of which is programmable for a different peak rate. Each
virtual circuit can be assigned an average rate and specific burst size. The signaling request specifies
the size of the burst that will be sent at the peak rate, and after that burst, the rest of the data will be
sent at the average rate.
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5-6

Following are the configurable traffic parameters on the AlIP:
® Forward peak cell rate

® Backward peak cell rate

® Forward sustainable cell rate

® Backward sustainable cell rate

® Forward maximum burst

® Backward maximum burst

Figure 5-6 shows how the routing table and address resolution table on Router A are used to forward
data to a workstation behind Router C.

Figure 5-6 AIP Connects LANs to ATM Fabric
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The routing table on Router A performs its usual function of determining the next hop by mapping
the network number of the destination (in this caseZB#45from the incoming packet) to the IP
address of the router to which the destinatiowost is connected (in this case, 12894.10.3, which

is the IP address of Router C). An address resolution table maps the next-hop IP address to an ATM
NSAP address (in this case, represented by ¥4). Router A signals Router C over the ATM network to
establish a virtual connection, and Router A uses that connection to forward the packet to Router C.
Figure 5-7 shows the layers through which the packet travels.
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Figure 5-7 Path of an IP Packet over the ATM Fabric
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Configuring the AIP for ATM Signaling

The following commands configure an AIP for ATM signaling:

interface atm 4/0

ip address 128.24.2.1 255.255.255.0

no keepalive

atm nsap-address AB.CDEF.01.234567.890A.BCDE.F012.3456.7890.1234.12
atm pvc 1 0 5 gsaal

map-group shasta

atm rate-queue 0 155

atm rate-queue 1 45

map-list shasta
ip 144.222.0.0 atm-nsap BB.CDEF.01.234567.890A.BCDE.F012.3456.7890.1234.12
ip 144.3.1.2 atm-nsap BB.CDEF.01.234567.890A.BCDE.F012.3456.7890.1234.12 class QOSclass

map-class QOSclass
atm forward-peak-cell-rate-clp0 15000
atm backward-max-burst-size-clp0 96

The following explains relevant portions of the ATM signaling configuration:

® no keepalive—Required because I0S Release 10.0 does not support the Interim Local
Management Interface (ILMI), an ATM Forum specification.

® atm nsap-address—Required for signaling.

® atm pvc—Sets up a PVC to carry signaling requests to the switch. In this case, the command sets
up a circuit whose VPI value is 0 and whose VCl value is 5, as recommended by the ATM Forum.

® map-group—Associates a map list namshastato this interface.

® atm rate-queue—Set up two rate queues. Rate queue number O is for 155 Mbps transfers, and
rate queue number 1 is for 45-Mbps transfers.

® map-list andip 144.222.0.8-Set up the static mapping of an IPwetk number to an ATM
NSAP address without any QOS parameters.iffiid4.3.1.2Zommand maps an IP host address
to an ATM NSAP address with the QOS parameters specified in the map clasQ@a8wdss

® map-class atm forward-peak-cell-rate-clp0, andatm backward-max-burst-size-clp6—Set
up QOS parameters associated with this connection. The connectiguppmst a forward peak
cell rate of 15 kbps and a backward burst size of 96 cells.
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Interoperability with DXI

When configuring an AIP to communicate with a Cisco router that uses ATM DXI to connect to the
ATM network, the AIP requires Network Layer Protocol Identifier (NLPID) encapsulation, which
is provided in 10S Release 10.2,the ATM DXI requires LLC/SNAP encapsulation.

Cisco HyperSwitch A100

The Cisco HyperSwitch A100 is an ATM switch that provides up to 16 modular 155-Mbps ATM
interfaces. Each ATM interface is capable of providing 4096tgoipoint connections. The A100
can also support up to 1024 point-to-multipoint connections.

Table 5-1 Cisco HyperSwitch A100 Physical Layer Support

Physical Layer Data Rate Media Connector

STS 3c/STM1 155 Mbps Multimode fiber SC

TAXI 4B/5B 100 Mbps Multimode fiber MIC (FDDI-style)
STS3c/STM1 155 Mbps Single-moéiber ST

DS-3 45 Mbps Coaxial cable BNC

E3 34 Mbps Coaxial cable BNC

Single Switch Designs

Because ATM can use existing multimode fibemmeks, FibeDistributed Data Networks (FDDI)
campus backbones can be easily uggdsfrom 100-Mbps FDDI to 155-Mbps point-to-point ATM.
If the network has spare fiber, AIPs can be installed in each router and interconnected with a
HyperSwitch A100, as shown in Figure 5-8. In this topology, each router has a 155-Mbps
point-to-point connection to every other router on the ring.

Figure 5-8 Parallel FDDI and ATM Ba ckbone
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The addition of the ATM switch creates a parallel subnet. During the migration to ATM, a routing
protocol, such as the Interior Gateway Routing Protocol (IGRP), can be used to force FDDI routing,
as shown by the following commands:

interface fddi 1/0

ip address 4.4.4.1 255.255.255.0
interface atm 2/0

ip address 4.4.5.1 255.255.255.0
router igrp 109

network 4.4.0.0

distance 150 4.4.5.0 0.0.0.255

Thedistancecommand causes ATM to appear as a less desirable network and forces routing over
FDDI.

If the network does not have spare fiber, a concentrator can be installed. Later, an ATM switch can
be installed, as shown in Figure 5-9, which can be used to migrate ATM showlighout the
network, using FDDI as a backup.

Figure 5-9 FDDI Topology with Concentrator and ATM Switch

Router

Broadcasting in Single-Switch ATM Networks

There are two ways to configure broadcasting in a single-switch ATM network. First, the routers can
be configured for “pseudo” broadcasting over point-to-point PVCs, as shown in Figure 5-10.

Figure 5-10 Router- Based “Pseudo” Broadcasting Using Point-to- Point PVCs

P
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The following commands on each router set up a PVC between each router:

atm pvc 1 1 1 aal5snap
atm pvc 2 2 1 aal5snap
atm pvc 3 3 1 aal5shap

The following commands on each router cause that router to replicate broadcast packets and send
them out on each PVC:

ip 4.4.5.1 atm-vc 1 broadcast
ip 4.4.5.2 atm-vc 2 broadcast
ip 4.4.5.3 atm-vc 3 broadcast

The disadvantage of router-based broadcasting is that it places the burden of replicating packets on
the routers instead of on the switch, which has the resources to replicate packets at a lower cost to
the network.

The second way to configure broadcasting is to configure the routers for switch-based broadcasting,
as shown in Figure 5-11. With switch-based broadcasting, each router sets up a point-to-multipoint
PVC to the other routers in the network. When each router maintains a point-to-multipoint PVC to
every other router in the network, the broadcast replication burden is transferred to the switch.

Figure 5-11 Switch-Based Broadcasting
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The following commands configure a point-to-multipoint PVC on each router:

ip 4.4.4.1 atm-vc 1
ip 4.4.4.2 atm-vc 2
ip 4.4.4.3 atm-vc 3
ip 4.4.4.0 atm-vc broadcast

In Figure 5-11, the routers still have full mesh connectivity to every other router in the network, but
the connections are not set up as broadcast PVCs. Instead, each router designates the
point-to-multipoint PVC as a broadcast PVC and lets the switch handle replication, which is a
function for which the switch is optimized.

Multiple-Switch Designs

The A100 supports the ATM Forum Private Network-Network Interface (P-NNI) Phase 0 protocol,
which uses static maps to switch around failed links. Figure 5-12 shows the static maps on the switch
to which Router A is connected.
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ATM Media

Figure 5-12 Example of an Multi-Switch Network That Uses the P-NNI Phase 0 Protocol
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When a physical link fails, the ATM switch tears down the virtual circuits for that link. When the
AIP in Router A detects that a virtual circuit has been torn down, it resignals the network to
reestablish the VCC. When the switch receives the new signaling packet and realizes that the
primary interface is down, it forwards the request on the alternate interface.

The ATM Forum haslefined multiple standards for encoding ATM over various types of media.
Table 5-2 lists the framing type and data rates for the various media, including unshielded twisted-
pair (UTP) and shielded twisted-pair (STP) cable.

Table 5-2 ATM Physical Rates

Media

Single
Data Rate  Multimode Mode Coaxial

Framing (Mbps) Fiber Fiber Cable  UTP-3 UTP-5 STP
Ds-1 1.544 b
El 2.048 b
DS-3 45 b
E3 34 b
STS-1 51 b
SONET STS3c 155 b b b b
SDH STM1
SONET STS12c 622 b b
SDH STM4
TAXI 4B/5B 100 b
8B/10B 155 b b

(Fiber Channel)
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Because the FDDI chipset standard, TAXI 4B/5B, was readily available, the ATM Forum
encouraged initial ATM development efforts by endorsing TAXI 4B/5B as one of the first ATM
media encoding standards. Today, however, the most common fiber interface is STS3c/STM.

There are two standards for running ATM over copper cable: UTP-3 and UTP-5. The UTP-5
specification supports 155 Mbps with NRZI encoding, while the UTP-3 specification supports
51 Mbps with CAP-16 encoding. CAP-16 is more difficult to implemsmtyhile it may be cheaper
to wire with UTP-3 cable, workstation cards designed #&P€16 based UTP-3 may be more
expensive and will offer less bandwidth.

Because ATM is designed to run over fiber and copper cable, investments in these media today will
maintain their value when networksgréte to full ATM implementations as ATM technology
matures.
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CHAPTER NS

Designing Packet Service
Internetworks

This chapter focuses on the implementation of packet-switching services and addresses internetwork
design in terms of the following packet-switching service topics:

® Hierarchical internetwork design
® Topology design

® Broadcast issues

® Performance issues

Information provided in this chapter is organized around these central topics. An introductory
discussion outlines the general issues; subsequent discussions focus on considerations for the
specific packet-switching technologies.

Note This release of thenternetwork Design GuidBcuses on general packet-switching
considerations and Frame Relay internetworks. Subsequent releases will present information tailored
to other commonly implemented packet services. Frame Relay was selected as the emphasis for the
first release of this document because it presents a comprehensive illustration of design
considerations for interconnection to packet-switching services.

Packet-Switched Internetwork Design

The chief trade-off in linking local-area networks (LANs) and private wide-area networks (WANS)
into packet-switching data veork (PSDN) ervices is between cost and performance. An ideal

design optimizes packet-services. Service optimization does not necessarily translate into picking the
service mix that represents the lowest possible tariffs. Successful packet-service implementations
result from adhering to two basic rules:

® When implementing a packet-switching solution, be sure to balance cost savings derived by
instituting PSDN interconnections with your computing community’s performance requirements.

® Build an environment that is manageable and that can scale up as more WAN links are required.

These rules recur as underlying themes in the discussions that follow. The introductory sections
outline the overall issues that influence the ways in which packet-switched internetworks are
designed.
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Hierarchical Design

The objective of a hierarchical internetwork design is to modularize the elements of a large
internetwork into layers of internetworking. The general model of this hierarchy is described in
Chapter 1 “Internetworking Design Basics.” The key functional layers in this model are the access,
distribution, and backbone (or core) routing layers. In essence, a hierarchical approach strives to split
networks into subnetworks, so that traffic and nodes can be more easily managadhidial

designs also facilitate scaling of internetworks becausesnéwetwork moduleand

internetworking technologies can be integrated into the overall scheme without disrupting the
existing backbone. Figure 6-1 illustrates the basic approach to hierarchical design.

Figure 6-1 Hierarchical Packet-Switched Interconnection
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Three basic advantages tilt the design decision in favor of a hierarchical approach:
® Scalability of hierarchical internebrks
® Manageability of hierarchical internetworks

® Optimization of broadcast and multicast control traffic
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Scalability of Hierarchical Internetworks

Scalability is a primary advantage tlsafpports using a hiarchical approach to packet-service
connections. Hierarchical internetworks are more scalable because they allow you to grow your
internetvork in increnental modules without running into the limitations that are quickly
encountered with a flat, nonhierarchical structure.

However, hierarchical internetworks raise certain issues that require careful planning. These issues
include the costs of virtual circuits, the complexity inherent in a hierarchical design (particularly
when integrated with a meshed topology), and the need for additional router interfaces to separate
layers in your hierarchy.

To take advantage of a hierarchical design, you must match your hierarchy of internetworks with a
complementary approach in your regional topologies. Design specifics depend on the packet
services you implement, as well as your requirements for fault tolerance, cost, and overall
performance.

Manageability of Hierarchical Internetworks
Hierarchical designs offer several management advantages:

® Internetwork simplicity—Adopting a hierarchical design reduces the overall complexity of an
internetwork by partitioning elements into smaller units. This partitioning of elements makes
troubleshooting easier, while providing inherent protection against the propagation of broadcast
storms, routing loops, or other potential problems.

® Design flexibility—Hierarchical internetwork designs provide greater flexibility in the use of
WAN packet services. Most internetworks benefit from usihglaid approach to the overall
internetwork structure. In many cases, leased lines can be implemented in the backbone, with
packet-switching services used in the distribution and access internetworks.

® Router management—With the use of a layered, hierarchical approach to router implementation,
the complexity of individual router configurations is substantially reduced because each router
has fewer neighbors or peers with which to communicate.

Optimization of Broadcast and Multicast Control Traffic

The effect of broadcasting in packet-service networks (discussed in “Broadcast Issues” later in this
chapter) require you to implement smaller groups of routers. Typical examples of broadcast traffic
are the routing updates and Novell Service Advertisement Protocol (SAP) updates that are broadcast
between routers on a PSDN. An excessively high population of routers in any area or layer of the
overall internetwork might result in traffic bottlenecks brought on by broadcast replication. A
hierarchical scheme allows you to limit the level of broadcasting between regions and into your
backbone.

Topology Design

Once you have established your overall internetwork scheme, you must settle on an approach for
handling interconnections among sites within the same administrative region or area. In designing
any regional WAN, whether it is based on packet-switching services or point-to-point
interconnections, there are three basic deapproaches that you can adopt:

® Star topologies
® Fully meshed topologies

® Partially meshed topologies
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The following discussions introduce these topologies. Technology-specific discussions presented in
this chapter address the applicability of these topologies for the specific packet-switching services.

Note lllustrations in this chapter use lines to show the interconnections of specific routers on the
PSDN network. These interconnections are virtual connections, facilitated by mapping features
within the routers. Actual physical connections are generally made to switches within the PSDN.
Unless otherwise specified, the connecting lines represent these virtual connections in the PSDN.

Star Topologies

A star topology features a single internetworking hub providing access from leaf internetworks into
the backbone and access to each other only through the core router. Figure 6-2 illustrates a
packet-switched star topology for a regional intesoek.

Figure 6-2 Star Topology
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The advantages of a star approach anpkfied management and minimized tariff costs. However,

the disadvantages are significant. First, the core router represents a single point of faituré, Se

the core router limits overall performance for access to backbone resources because it is a single pipe
through which all traffic intended for the backbone (or for the other regional routers) must pass.
Third, this topology is not scalable.

Fully Meshed Topologies

A fully meshed topology means that each routing node on the periphery of a given packet-switching
network has a direct path to every other node on the cloud. Figure 6tftiissthis kind of
arrangement.
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Figure 6-3 Fully Meshed Topology

The key rationale for creating a fully meshed environment is to provide a high level of redundancy.
Although a fully meshed topology facilitates support of all network pod$odt is not tenable in

large packet-switched intermetrks.Key issues are the large number of virtual circuits required

(one for every connection between routers), problems associated with the large number of
packet/broadcast replications required, and the configuration complexity for routers in the absence
of multicast support in nonbroadcast environments.

By combining fully meshed and star approaches into a partially meshed environment, you can
improve fault tolerance without encountering thef@enance and managent problems
associated with a fully meshed approach. The next section discusses the partially meshed approach.

Partially Meshed Topologies

A partially meshed topology reduces the number of routers within a region that have direct
connections to all other nodes in the region. All nodes are not connected to all other nodes. For a
nonmeshed node to communicate with another nonmeshed node, it must send traffic through one of
the collection point routers. Figure 6-4 illustrates such a situation.

Figure 6-4 Partially Meshed Topology
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There are many forms of partially meshed topologies. In general, partially meshed approaches are
considered to provide the best balance for regional topologies in terms of the number of virtual
circuits, redundancy, and performance.
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Broadcast Issues

The existence of broadcast traffic can present problems when introduced into packet-service
internetworks. Broadcasts are necessary for a station to reach multiple stations with a single packet
when the specific address of each intended recipient is not known by the sending node. Table 6-1
lists common networking protocols and the general level of broadcast traffic associated with each,
assuming a large-scale internetwork with many routing nodes.

Table 6-1 Broadcast Traffic Levels of Protocols in Large-Scale Internetworks
Relative
Network Broadcast
Protocol Routing Protocol Traffic Level
AppleTalk Routing Table Maintenance Protocol (RTMP) High
Enhanced Interior Gateway Routing Protocol (Enhanced IGRP) Low
Novell Routing Information Protocol (RIP) High
Internetwork Service Advertisement Protocol (SAP) High
Packet Exchange
(IPX) Enhanced IGRP Low
Internet Protocol  RIP High
(IP) Interior Gateway Routing Protocol (IGRP) High
Open Shortest Path First (OSPF) Low
Intermediate System-to-Intermediate System (IS-IS) Low
Enhanced IGRP Low
Border Gateway Protocol (BGP) None
Exterior Gateway Protocol (EGP) None
DECnet Phase IV DECn&outing High
DECnet Phase V IS-1S Low
International I1S-IS Low
Organlzapon.for ISO-IGRP High
Standardization
(1SO)

Connectionless
Network Service

(CLNS)

Xerox Network RIP High
Systems (XNS)

Banyan Virtual Routing Table Protocol (RTP) High
Integrated Network Sequenced RTP Low

Service (VINES)

The relative valuebigh andlow in Table 6-1 provide a general range for these protocols. Your
situation and implementation will determine the magnitude of broadcast traffic. For instance, the
level of broadcast traffic generated in an AppleTalk EIGRP environment depends on the setting of
the EIGRP hello-timer interval. Another issue relates to the size of the imterkeln a small-scale
internetwork, the amount of broadcast traffic generated by EIGRP nodes migghbethan with

a comparable RTMP-based internetwork. However, for large-scale internetworks EIGRP nodes
generate substantially less broadcast traffic than RTMP-based nodes.
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Managing packet replication is an important design consideration when integrating broadcast-type
LANSs (such as Ethernet) with nonbroadcast packet services (such as X.25). With the multiple virtual
circuits that are characteristic ©dnnections to packswitched environments, routers must

replicate broadcasts for each virtual circuit on a given physical line.

With highly meshed environments, replicating broadcasts can be expensive in terms of increased
required bandwidth and number of CPU cycles. Despite the advantages that meshed topologies offer,
they are generally impractical for large packet-switching internetworks. Nonetheless, some level of
circuit meshing is essential to ensure fault tolerance. The key is to balance the trade-off in
performance with requirements for circuit redundancy.

Performance Issues

When designing a WAN around a specific packet service type, you must consider the individual
characteristics of the virtual circuit. For instance, performance under certain conditions will depend
on a given virtual circuit’s ability to accommodate mixed protocol traffic. Depending on how the
multiprotocol traffic is queued and streamed from one node to the next, certain protocols may require
special handling. One solution might be to assign specific virtual circuits to specific protocol types.
Performance concerns for specific packet-switching services incardmitted information rates

(CIR) in Frame Relay internsbrks and window size limitations K.25 internetworks.

Frame Relay Internetwork Design

One of the chief concerns when designing a Frame Relay implementataaiability As your
requirements for remote interconnections grow, your internetwork must be able to grow to
accommodate changes. The intewmk must also provide an acceptable level of performance,
while minimizing maintenance and management requirements. Meeting all these objectives
simultaneously can be quite a balancing act.

The discussions that follow focus on several important factors:
® Hierarchical design for Frame Relay intemetks

® Regional topologies for Frame Relay internetworks

® Broadcast issues for Frame Relay internetworks

® Performance issues for Frame Relay internetworks

The guidelines and suggestions that follow are intended to provide a foundation for constructing
scalable Frame Relay internetworks that balanc®peance fault tolerance, and cost.

Hierarchical Design for Frame Relay Internetworks

In general, the arguments supporting hierarchical design for packet-switchirghsetisaissed in

the section “Hierarchical Design” earlier in this chapter apply to hierarchical design for Frame Relay
internetworks. To review, the three factors driving the recommendation for implementing a
hierarchical design are:

® Scalability of hierarchical internebrks
® Manageability of hierarchical internetworks
® Optimization of broadcast and multicast control traffic

The method by which many Frame Relay vendors tariff services is by Data Link Connection
Identifier (DLCI), which identifies a Frame Relay permanent virtual connection. A Frame Relay
permanent virtual connection is equivalent to an X.25 permanent virtual circuit, which, in X.25
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terminology, is identified by a logical channel number (LCN). The DLCI defines the interconnection
between Frame Relay elements. For any given internetwork implementation, the number of Frame
Relay permanent virtual connections is highly dependent on the protocols in use and actual traffic
patterns.

In general, Frame Relay designs should feature a maximum of 10 to 50 DLCIs per interface in a
given internetwork. The specific number depends on several factors that should be considered
together:

® Protocols being routed—Any broadcast-intensive protocol constrains the number of assignable
DLCls. For example, AppleTalk is a protocol that is characterized by high levels of broadcast
overhead. Another example is Novell IPX, which sends both routing and service updates
resulting in higher broadcast bandwidth overhead. In contrast, IGRP is less broadcast intensive
because it sends routing updates less often (by default, every 90 seconds). However, IGRP can
become broadcast intensive if its IGRP timers are modified so that updates are sent more
frequently.

® Broadcast traffic—Broadcasts, such as routing updates, are the single most important
consideration in determining the number of DLCIs that can be defined. The amount and type of
broadcast traffic will guide your ability to assign DLCIs within this general recommended range.
Refer to Table 6-1 earlier in this chapter for a list of the relative level of broadcast traffic
associated with common protocols.

® Speed of lines—If broadcast traffic levels are expected to be high, you should consider faster
lines and DLClIs with higher CIR and excess burgj (iBits. You should also implement fewer
DLCls.

® Static routes—If static routing is implemented, you can use a larger number of DLCIs per line,
because a larger number of DLCIs reduces the level of broadcasting.

® Size of routing protocol and SAP updates—The larger the internetwork, the larger the size of
these updates. The larger the updates, the fewer the number of DLCIs that you can assign.

Two forms of hierarchical design can be implemented with Frame Relay interkst
® Hierarchical meshed
® Hybrid meshed

Both designs have advantages and disadvantages. The brief discussions that follow contrast these
two approaches.

Hierarchical Meshed Frame Relay Internetworks

6-8

The objectives of implementing a hierarchical mesh for Frame Relay environments is to avoid
implementing excessively large numbers of DLCIs and to provide a manageable, segmented
environment. The hierarchical meshed environment features full meshing within the core PSDN and
full meshing throughout the peripheral internetworks. The hierarchy is created by strategically
locating routers between interngtrk elements in the hierarchy. Figure 648dtrates a simple
hierarchical mesh. The internetwork illustrated in Figure 6-5tiitiss a fully meshed backbone,

with meshed regional internetworks and broadcast networks at the outer periphery.
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The key advantages of the hierarchical mesh is that it scales well and localizes traffic. By placing
routers between fully meshed portions of the internetwork, you limit the number of DLCIs per
physical interface, segment your internetwork, and make the intemetore manageable.

However, consider the following two issues when implementing a hierarchical mesh:

® Broadcast and packet replication—In an environment that has anlargeer of multiple DLCIs
per router interface, excessive broadcast and packet replication can impair overall performance.
With a high level of meshing thughout a hierarchical mesh, excessive broadeaspacket
replication is a significant concern. In the backbone, where tthffotighput requirements are
typically high, preventing bandwidth loss due to broadcast traffic and packet replication is
particularly important.

® Increased costs associated with additional router interfaces—Compared with a fully meshed
topology, additional routers are needed to separate the meshed backbone from the meshed
peripheral internetworks. However, by using these routers, you can create much larger
internetworks that scale almost indefinitely in comparison with a fully meshed internetwork.

Figure 6-5 Fully Meshed Hierarchical Frame Relay Environment
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Hybrid Meshed Frame Relay Internetworks

The economic and strategic importance afidione environments often force internetwork

designers to implement a hybrid meshed approach to WAN internetworks. Hybrid meshed
internetworks feature redundant, meshed leased lines in the WAN backbone and partially (or fully)
meshed Frame Relay PSDNs in the periphery. Routers separate the two elements. Figure 6-6
illustrates such a hybrid arrangement.

Figure 6-6 Hybrid Hierarchical Frame Relay Internetwork
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Hybrid hierarchical meshes have the advantages of providing higher performance arkbumba
localizing traffic, and simplifying scaling of the internetwork. In additioybrid meshed

internetworks for Frame Relay are attractive because they can provide better traffic control in the
backbone and they allow the backbone to be made of dedicated links, resulting greater stability.
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The disadvantages of hybrid hierarchical meshes include high costs associated with the leased lines
as well as broadcast and packet replication that can be significant in access internetworks.

Regional Topologies for Frame Relay Internetworks

You can adopt one of three basic design approaches for a Frame Relay-based packet service regional
internetvork:

® Star
® Fully meshed
® Partially meshed

Each of these is discussed in the following sections. In general, emphasis is placed on partially
meshed topologies integrated into a hierarchical environment. Star and fully meshed topologies are
discussed for structural context.
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Star Topologies

The general form of the star topology is addressed in tradumtory discussion “Topology Design”

earlier in this chapter. Stars are attractive because they minimizertieer of DLCIs required and
resultin a low-cost solution. However, a star topology presents some inherent bandwidth limitations.
Consider an environment where a backbone router is attached to a Frame Relay cloud at 256 kbps,
while the remote sites are attached at 56 kbps. Such a topology will throttle traffic coming off the
backbone intended for the remote sites.

As suggested in the geral discussion, a strict stapblogy does not offer tHault tolerance needed
for many internetworking situations. If the link from the hub router to a specific leaf router is lost,
all connectivity to the leaf router is lost.

Fully Meshed Topologies

A fully meshed topology mandates that every routing mod@ected to a Frame Relay internetwork
is logically linked via an assigned DLCI to every other node on the cloud. This topology is not
tenable for larger Frame Relay intemnetksfor several reasons:

® Large, fully meshed Frame Relay internetworks require many DLCIs. One is required for each
logical link between nodes. As shown in Figure 6-7, a fully connected topology requires the
assignment ofr{(n-1)1/2 DLCIs, wheren is the number of routers to be directly connected.

Figure 6-7 Fully Meshed Frame Relay
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® Broadcast replication will choke internetworks in large, meshed Frame Relay topologies.
Routers inherently treat Frame Relay as a broadcast media. Each time a router sends a multicast
frame (such as a routing update, spanning tree update, or SAP update), the router must copy the
frame to each DLCI for that Frame Relay interface.

These problems combine to make fully meshed topologies unworkable and unscaleable for all but
relatively small Frame Relay implementations.

Partially Meshed Topologies

Combining the concepts of the star topology and the fully meshed topology results in the partially
meshed topology. Partially meshed topologies are generally recommended for Frame Relay regional
environments because they offer superior fault tolerance (through redundant stars) and are less
expensive than a fully meshed environment. In general, you should implement the minimum
meshing to eliminate single point-of-failure risk. Figure 6-8 illustrates a twin-star, partially meshed
approach. This arrangement is supported in Frame Relay internetworks running IP, ISO CLNS,
DECnet, Novell IPX, AppleTalk and bridging.
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Figure 6-8 Twin-Star Partially Meshed Frame Relay Internetwork
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A feature calledrirtual interfaces (introduced with Software Release 9.21) allows you to create
internetworks using partially meshed Frame Relay designs as shown in Figure 6-8.

To create this type of internetwork, individual physical interfaces are split into multiple virtual
(logical) interfaces. The implication for Frame Relay is that DLCIs can be grouped or separated to
maximize utility. For example, small fully meshed clouds of Frame Relay-connected routers can
travel over a group of four DLCIs clustered on a single virtual interface, while a fifth DLCI on a
separate virtual interface provides connectivity to a completely separate internetwork. All of this
connectivity occurs over a single physical interface connected to the Frame Relay service.

Prior to Software Release 9.21, virtual interfaces were not available and partially meshed topologies
posed potential problems, depending on the intexmit probcols used. Consider the topology
illustrated in Figure 6-9.

Figure 6-9 Partially Meshed Frame Relay Internetwork
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Given a standard router configuration and router software predating Software Release 9.21, the
connectivity available in the internetwork shown in Figure 6-9 can be characterized as follows:

® Core A and Core Z can reach all the remote routers.

® Remote B, Remote C, and Remote D cannot reach each other.

Internetwork Design Guide



Frame Relay Internetwork Design

For Frame Relay implementations running software prior to Software Release 9.21, the only way to
permit connectivity among all these routers is by using a distance vector routing protocol that can
disable split horizon, such as RIP or IGRP for IP. Any other inteor&tprobcol, such as

AppleTalk or ISO CLNS, does not work. The following configuration listing illustrates an IGRP
configuration to support a partially meshed arrangement.

router igrp 20

network 45.0.0.0

!

interface serial 3

encapsulation frame-relay

ip address 45.1.2.3 255.255.255.0
no ip split-horizon

This topology only works with distance vector routing protocols assuming you want to establish
connectivity from Remote B, C, or D to Core A or Core Z, but not across paths. This topology does
not work with link state routing protocols because the router cannot verify complete adjacencies.
Note that you will see routes and services of the leaf nodes that cannot be reached.

Broadcast Issues for Frame Relay Internetworks

Routers treat Frame Relay as a broadcast media, which means that each time the router sends a
multicast frame (such as a routing update, spanning tree update, or SAP update), the router must
replicate the frame to each DLCI for the Frame Relay interface. Frame replication results in
substantial overhead for the router and for the physical interface.

Consider a Novell IPX environment with multiple DLCIs configured for a single physical serial
interface. Every time a SAP update is detected, the router must replicate it and sent it down the
virtual interface associated with each DLCI. Figure 6-10 illustrates this situation.

Note One way to reduce broadcasts is to implement more efficient routing protocols, such as
EIGRP, and to adjust timers on lower speed Frame Relay services.

Figure 6-10 SAP Replication in Frame Relay Virtual Interface Environment

Frame Relay network

SAP broadcast is
reproduced and
retransmitted out
Novell server all three DLCIs
for Interface SO
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Performance Issues for Frame Relay Internetworks

Two important performance concerns must be addressed when you are implementing a Frame Relay
internetvork:

® Packet-switched service provider tariff metrics
® Multiprotocol traffic management requirements

Each of these must be considered during the internetwork planning process. The following sections
briefly discuss the impact that tariff metrics and multiprotocol traffic management can have on
overall Frame Relay performance.

Packet-Switched Service Provider Tariff Metrics

When you contract with Frame Relay packet-switched service providers for specific capabilities,
CIR, measured in bits per second, is one of the key negotiated tariff metrics. CIR is the maximum
permitted traffic level that the carrier will allow on a specific DLCI into the packet-switching
environment. CIR can be anything up to the capacity of the physical limitation of the connecting
line.

Other key metrics are committed bursgBnd excess burst {B B, is the number of bits that the
Frame Relay internetwork is committed to accept and transmit at the CéBtsBthe absolute limit
for a DLCI in bits. This is the number of bits that the Frame Relay internetwork will attempt to
transmit after Bis accommodated. Bletermines a peak or maximum Frame Relay data rate
(Maxg), where May = (B, + Bg)/B; * CIR, measured in bits per second.

Consider the situation illustrated liigure 6-11. In this environment, DLCIs 21, 22, and 23 are
assigned CIRs of 56 kbps. Assume the M#ot each line is 112 kbps (double the CIR). The serial
line to which Router A is connected is a T1 line capable of 1.544 Mbps total throughput. Given that
the type of traffic being sent into the Frame Relay internetwork consists of FTP file transfers, the
potential is high that the router will attempt to transmit at a rate in excess qf M#his occurs,

traffic might bedropped without notification if the Bouffers (allocated at the Frame Relay switch)
overflow.

Figure 6-11 Example CIR and CBR Traffic Limiting Situation

CIR, Max, and Bandwidth Specs
SO total bandwidth = 1.544 Mbps
DLCI 21 CIR = 56 kbps
DLCI 22 CIR = 56 kbps
DLCI 23 CIR = 56 kbps
MaxR for each DLCI = 112 Kbps

DLCI 21 ’
EO Router A S0 '
— ‘
transfers DLCI 23

TCP/IP workstation
provides FTP service
——4 toremote clients on
Tcpip Frame Relay network

Frame Relay network

FTP service to network clients
via DLCI 21, 22, and 23
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Unfortunately, here are relatively few ways to automatically prevent traffic on a line from exceeding
the Maxz. Although Frame Relay itself uses the Forward Explicit Congestion Notification (FECN)
and Backward Explicit Congestion Notification (BECN) protocols to control traffic in the Frame
Relay internetwork, there is no formally standardized mapping between the Frame Relay (link) level
and most upper layer protocols. At this time, an FECN bit detected by a router is mapped to the
congestion notification byte for DECnet Phase IV or ISO CLNS. No other protocols are supported.

The actual effect of exceeding specified CIR and derivediMaitings depends on the types of
application running on the internetwork. For instance, TCP/IP’s backoff algorithm wiltepped
packets as a congestion indication and sending hosts might reduce output. However, NFS has no
backoff algorithm, and dropped packets will result in lost connections.

When determining the CIR,[Band B, for Frame Relay connection, you should consider the actual
line speed and applications to figpported.

Most Frame Relay carriers provide an appropriate level of buffering to handle instances when traffic
exceeds the CIR for a given DLCI. These buffers allow excess packets to be spooled at the CIR and
reduce packet loss, given a robust transport protocols such as TCP. Nonetheless overflows can
happen. Remember that although routers can prioritize traffic, Frame Relay switches cannot. You
cannot specify the particular traffic that is todsepped when owvow conditions occur.

Note To avoid packet loss, implement unacknowledged application protocols (such as packet
video) carefully. With these protocols, there is a greater potential for buffer overflow.

Multiprotocol Traffic Management in Frame Relay Internetworks

With multiple protocols being transmitted into a Frame Relay internetwork through a single physical
interface, you might find it useful to separate traffic among different DLCls based on protocol type.
To split traffic in this way, you must assign specific protocols to specific DLCIs. This can be done
by specifying static mapping on a per virtual interface basis or by defining only specific types of
encapsulations for specific virtual interfaces.

Figure 6-12 illustrates the use of virtual interfaces (assigned using subinterface configuration
commands) to allocate traffic to specific DLCIs. In this case, traffic of each configured protocol is
sent down a specific DLCI and segregated on a per circuit basis. In addition, each protocol can be
assigned a separate CIR and a separate level of buffering by the Frame Relay service provider.
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Figure 6-12 Virtual Interfaces Assigned Specific Protocols

DLCI Protocol Assignments
DLCI 21 assigned IP
DLCI 22 assigned DECnet
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ﬂ I DLCI 23 assigned IPX
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Digital host
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T

DLCI 23
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TCP/IP
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Novell Server

Figure 6-13 provides a listing of the subinterface configuration commands needed to support the
configuration illustrated in Figure 6-12. The command listing in Figure 6-13 illustrates the enabling

of the relevant protocols and the assignment of the protocols to the specific subinterfaces and
associated Frame Relay DLCIs. Software Release 9.1 and later uses Frame Relay Inverse Address
Resolution Protocol (IARP) to map protocol addresses to Frame Relay DLCIs dynamically. For that
reason, Figure 6-13 does not show Frame Relay mappings.

Internetwork Design Guide



Frame Relay Internetwork Design

Figure 6-13

interface EthernetO

ip address 192.198.78.9 255.255.255.0

i px network AC

decnet cost 4

no nop enabl ed

1

interface SerialO

no i p address

encapsul ation frame-rel ay

1

interface Serial 0.1 point-to-point

i p address 131.108. 3. 12 255. 255. 255.0
frame-relay interface-dlci 21 broadcast
no frane-relay inverse-arp |P 21

no frane-relay inverse-arp NOVELL 21
no frane-relay inverse-arp APPLETALK 21
no frane-relay inverse-arp XNS 21

1

interface Serial 0.2 point-to-point

no i p address

decnet cost 10

frame-relay interface-dlci 22 broadcast
no frane-relay inverse-arp |P 22

no frane-relay inverse-arp NOVELL 22
no franme-relay inverse-arp APPLETALK 22
no frane-relay inverse-arp XNS 22

1

interface Serial 0.3 point-to-point

no i p address

i px network A3

frame-relay interface-dlci 23 broadcast
no frame-relay inverse-arp |P 23

no franme-relay inverse-arp NOVELL 23
no franme-relay inverse-arp APPLETALK 23
no frame-relay inverse-arp XNS 23

1

router igrp 109

network 192.198.78.0

1

i p nane-server 255.255.255. 255

l}

snnp-server comunity

1

line con O

line aux O

line vty 0 4

end

Virtual Interface Configuration Example
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Subinterface
command
configuration

<«—— defining Frame

Relay DLCIs and
assigning
protocols to
specific DLCls.

You can use the following commands in Software Release 9.1 to achieve a configuration that is
similar to the configuration shown in Figure 6-13:

Version 9.1

interface serial 0

ip address 131.108.3.12 255.255.255.0

decnet cost 10

novell network A3

frame-relay map IP 131.108.3.62 21 broadcast
frame-relay map DECNET 10.3 22 broadcast
frame-relay map NOVELL C09845 23 broadcast
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CHAPTER

Designing DDR Internetworks

Dial-on-demand routing (DDR) provides netrk connections@oss Public Switched Telephone
Networks (PSTNSs). Traditionally, PSTN connections have been dedicated leased lines. DDR
provides low-volume, periodic network connections, allowing on-demand services and decreasing
networkcosts. In traditional routing, a router examines packets for a destination address, looks up
the address in its routing table, selects an interface through whictctetpean be transmitted, and
then sends the packets to the destination.

With Software Release 10.0, DDRsgpported for IP, Novell IPX, and AppleTalk imetworks.

DDR also supportsingle destination transparent bridging. DDR can be used over synchronous serial
interfaces, Integrated Services Digital Network (ISDN) interfaces, or asynchronous serial interfaces.
V.25bis and DTR dialing are used for Switched 56 CSU/DSUs, ISDN terminal adapters (TAs), or
synchronous modems. Asynchronous serial laresavailable on the auxiliary port on Cisco routers
and on Cisco communication servers for connections to asynchronous modems.<dDppoited

over ISDN using the Basic Rate Interface (BRI). Cisco routers that run Internetworking Operating
System (10S) 10.2 and have T1 channelized interfaces support the ISDN Primary Rate Interface
(PRI).

To establish a DDR connection, a router goes through the following steps:
1 Determines that there is a route to the destination.

2 Locates the DDR interface to that destination.

3 Checks the DDR interface to see if it is connected to the destination.

4

Determines if the packet isteresting(permitted by access list) aninterestingldenied by

access list). If the packet is uninteresting and there é®noection establishethe packet is

dropped. If the packet isninteresting, but a connection is already established to the specified
destination, the packet is sent across the connection. If the packet is interesting, it is sent and the
idle timer is reset. If the packet is interesting, and there is no connection, the router attempts to
establish a connection.

Note This design guide assumes that the reader has a familiarity with DDR and terms associated
with it. For an in-depth case study that contains several scenarios with detailed configuration
examples illustrating DDR over IP internetworks, see Topic 2, “Dial-on-Demand Routing” in the
Cisco publicationnternetwork Applications: Case Studies, Vol. 1 Nd.His case study explains the

flow of traffic through the router in a DDR environment in detail.
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When designing DDR internetworks, ask the following questions:
® What is the topology to be used?

There are three basic topologies used with DDR networks: point-to-point, hub and spoke, and
fully meshed. Issues which need to be decided as part of the topology are what type of addressing
scheme is desired and what are the security issues which need to be addressed.

® \What media is to be used?

Media choices include asynchronous serial, synchronous serial, and ISDN. This choice will
affect how packets are sent.

® Where are the packets going?

To define where packets are sent, configure static routes, zones, and services. Static routes or
zones are critical, because dynamic routing information is sent only after a DDR connection has
been established. Static services ensure that only specified service advertisements will establish
a DDR connection.

® How are the packets sent?

To determine how packets reach their destination, configure dialer interfaces and map addresses
to telephone numbers.

® \When should the router connect?

Interesting packets will establish DDR connections. To avoid unwanted DDR connections,
configure packets to be uninteresting by denying packets through access lists. Packets types you
may want to configure as uninteresting are regular routing updates, service advertisements, and
serialization packets. You can also eliminate AppleTalk broadcasts and spoof IPX watchdog
packets to further avoid unwanted connections.

The guidelines and suggestions that follow are intended to provide a foundation for constructing
scalable dial-on-demand internetworks that balance performance, fault tolerance, and cost.

DDR Topology Design

Point to Point

7-2 Internetwork Desi

You can adopt one of three basic topologies for a DDR internetwork:
® Point-to-point

® Hub and spoke

® Fully meshed

In each topology, consider whether the local or remote sites are set to answer calls, to place calls, or
to both place and answer calls.

In a simple point-to-point topology, two sites are connected to each other. Each has a dialer interface
and maps the other site’s address to a telephone number. If load sharing is desired, more than one
interface can be configured for bandwidth on demand capability. See Figure 7-1.
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Hub and Spoke

Figure 7-1 Point-to-Point Topology

Router A Router B

S3058

In a hub and spoke topology, a central site is connected to several remote sites. The remote sites only
communicate with the central site directly. They do not call any of the other remote sites. See
Figure 7-2. The central site has several interfaces that map to the remote sites. These interfaces are
placed into a rotary group. A rotary group allows several sites to share several interfaces without
dedicating an interface to each site. When a rotary is used for placing calls, a free interface is selected
out of all of the physical interfaces in the rotary group. When used for incoming calls, the incoming
call can be received by any of the physical interfaces, and packets will still be routed correctly. If an
interface is already connected, incoming or outgoing calls can be received or placed by the next
available interface in the rotary group. Hub and spoke topologies are easier to configure than fully
meshed topologies (described in the next section) because remote site dialer interfaces are mapped
only to the central site. A hub and spoke topology works feettommunication servers (8 or 16

ports) or routers with multiple BRIs, multiple serial lines, or PRI interfaces.

If you want the spokes to communicate with each other in a hub and spoke topology for IP using RIP
or IGRP, IP or IPX using Enhanced IGRP, or AppleTalk using Enhanced IGRP internetworks,
disable the split horizon feature which is enabled by default. With split horizon enabled, packets that
are received by a particular interface are not sent out the same interface because it is assumed that
all devices on that interface heard the packet that was received &nd spoke topologies, spokes

learn about each other through the hub site to which they are connected by a single interface. In order
for spokes to communicate with each otlsetit horizon must be disabled so that information can

be sent and received over the same interface. If load sharing is desired, interfaces can be configured
for bandwidth on demand capability.

Figure 7-2 Hub and Spoke Topology
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Router B Router D
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Fully Meshed

Fully meshed topologies (see Figure 7-3) streamline the dialing process because each site can call
any other site directly instead of having to call through a central site (as in the hafoaad

topology) which then places another call to the target site. However, the configuration for each site
is more complex because each site must have mapping information for every other site. If load
sharing is desired, interfaces can be configured for bandwidth on demand capability. In addition to
the configuration to being more complex, either sufficient interfaces must be available on each
device to deal with the possibility of all of the other devices calling in, or the possibility of contention
for interfaces needs to be dealt with and understood. The fully meshed configuration is only
recommended for very small dial on demand networks.

Figure 7-3 Fully Meshed Topology

Router A

Router B

Addressing Considerations

There are normally two ways of viewing serial addressing requirements. The first is that each serial
link is its own subnet. That subnet is a point-to-point connection. This is the common method used
for leased lines using High-level Data Link Control (HDLC) and Point-to-Point Protocol (PPP)
encapsulation. This approach tends to be used on point-to-point interfaces, or where interfaces are
dedicated to specific destinations.The second addressing scheme is commonly used by Switched
Multimegabit Data Service (SMDS)—each router is a different host number on the same subnet.
This second approach is the method most widely used with dialer rotary groups and the hub and
spoke topology. With the use of static routes pointing to the networks btheremote routers, the
configuration is quite simple. This technique can be used for IP, IPX and Appletalk.
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Security

As part of choosing a topology, thought needs to be given to where authentication is required.
Authentication is used for two different reasons. The first is for security, the second to identify who
is calling in so that the called router can correctly forward packets to the correct interface. This is
mostly required when using dialer rotary groups where multiple sites will be calling into a single
router.

For security and authentication, Point-to-Point Protocol (PPP) with Challenge Handshake
Authentication Protocol (CHAP) or Password Authentication Protocol (PAP) can be used; or for
ISDN interfaces, calling line identification (if available) can be used. CHAP and PAP, used with PPP
encapsulation, provide a way for routers to authenticate incoming calls.

With CHAP, a remote device attempting to connect to the local router is requested, or challenged, to
respond. When the local router receives the challenge response, it verifies the response by looking
up the name of the remote device given in tlspoase. The passworgrist be identical on the

remote device and the local router. The names and passwords are configured usegidme
command. In the following example, Router Macbeth will allow Router Macduff to call in using the
password “bubble”:

hostname Macbeth

username Macduff password bubble
!

encapsulation ppp
ppp authentication chap

In the following example, Router Macduff will allow Router Macbeth to call in using the password
“bubble™:

hostname Macduff

username Macbeth password bubble
!

encapsulation ppp
ppp authentication chap

PAP, while similar to CHAP in that it is an authentication protocol used with PPP is less secure than
CHAP. While CHAP never passes the password on the physical link, PAP does pass the password
and hostname or username in the clear.

On asynchronous lines when using interactive mode rather than dedicated maderribene
command allows a router to verify a username in an internal database before allowing the user to
call into the router. In the following example, user Joe Smith will be allowed to call into the router
if he uses the password “freedom”:

username JoeSmith password freedom

line 1
login

You can configure BRI interfaces on Cisco 2500 or Cisco 3@fi@s routers to use caller ID
(identification). Incoming calls are screened in order to verify that the calling line ID is from an
expected origin. Caller ID screening requires a local switch that is capable of delivering the caller
ID to the router.
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DDR Media Considerations

The following are DDR internetwork media considerations:
® Encapsulation methods

® Synchronous serial lines

® |ISDN connections

® Asynchronous modem connections

Encapsulation Methods

Cisco supports Point-to-Point Protocol (PPP), High-Level Data Link Control (HDLC), Serial Line
Interface Protocol (SLIP), and X.25 data-link encapsulations for DDR.

PPP is the recommended encapsulation method because it supports multiple protocols and is used
for synchronous, asynchronous, or ISDN connections. In addition, PPP performs address
negotiation and authentication and is interoperable with different vendors.

HDLC is supported on synchronous serial lines and ISDN coiongabnly. HDLC supports
multiple protocols. However, HDLC does not provide authentication which may be required if using
dialer rotary groups.

SLIPworks on asynchronous interfaces only and is supported by IP only. Addmasstese
configured manually, and SLIP does pobvide aithentication and is interoperable only with other
vendors that use SLIP.

X.25 is supported on synchronous serial lines (I0S 10.0[5]), and a single ISDN B channel
(10S 10.2).

Synchronous Serial Lines

7-6

Dialing on synchronouserial lines can be initiated using8bis dialing or DTR dialing. V.25bis is

an International Telecommunication Union Telecommunications Standardization Sector (ITU-T)
standard for inband dialing. With inband dialing, dialing information is sent over the same
connection that carries data. V.25bis is used with a variety of devices including synchronous
modems, ISDN terminal adapters (TAs), and Switched 56 DSU/CSUs.

With DTR dialing, the DTR signal on the physical interface is activated, which will cause some
devices to dial a number configured into that device. When using DTR dialing, the interface will not
be able to receive calls. But using DTR dialing allows lower cost devices to be used in cases where
only a single number needs to be dialed.

Note The ITU-T carries out the functions of the former Consultative Committee for International
Telegraph and Telephone (CCITT).
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ISDN Connections

All ISDN devices subscribe to services provided by an ISDN service provider, usually a telephone
company. Some service providers use Service Profile Identifiers (SPIDs) to define the services used
by the ISDN device. The service provider assigns the ISDN device one or more SPIDs when you
first subscribe to the service. If you are using a service provider that requires SPIDs, your ISDN
device cannot place or receive calls until it sends a valid, assigned SPID to the service provider when
accessing the switch to initialize the connection. Currently, only the DMS-100, NI-1, and 5ESS
switch types require SPID$She 5ESS only requires SPIDs with multidrops. Other switches use
subaddresses. In addition, SPIDs only have significance at the local access ISDN interface. SPIDs
are never sent to the device being called.

ISDN calls are placed at 56 or 64 kbps. When dialing internationally, or making a DDR connection
in the United States across more than one switch, ISDN lines may be available only at 56 kbps.
ISDN supports caller ID (identification), providing securitydugh aithentication. For details on
caller ID, see the section “Security” earlier in this chapter.

Basic Rate Interface

The ISDN BRI provides 2 B channels for sending data at 64 kbps, and 1 D channel for signalling or
communicating with the ISDN switch at 16 kbps. The 2 B channels are automatically placed in a
rotary group. On ISDN diats configured for X.25 encapsulation (I0S 10.2), however, only one B
channel can be used. Cisco has received certification for ISDN BRI compliance in the countries
listed in Table 7-1.

Table 7-1 Cisco Certification for ISDN BRI Compliance

Country
Australia
Austria
Belgium
Canada
Denmark
Finland
Germany
Ireland
Japan

New Zealand
Norway
Portugal
Spain
Sweden
Switzerland
The Netherlands
UK

us
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Primary Rate Interface

The ISDN PRI for the United States, Canada, and Japan provides 23 B channels and 1 D-channel
(all at 64 kbps) for a cumulative speed equivalent to T1 (1.5 Mbps). The B channels are
automatically placed in a rotary group. ISDN for Europe provides 30 B channels and 1 D channel
(all at 64 kbps) for a cumulative speed equivalent to E1 (2 Mbps). ISDN PRI is supported with 10S
10.2 for 5ESS, 4ESS, and DMS-100 in North America.

Asynchronous Modem Connections

Asynchronous connections are used by communication servers or through the auxiliary port on a
router. Asynchronous connections can be used bgmoutinning TCP/IP, Novell IPX, and

AppleTalk (I0S 10.2). Asynchronous connections support modems from 110 bps to 115 kbps—a
real-world throughput is typically 2400 bps to 28.8 kbps.

When designing DDR internetworks over asynchronous connections, determine the type of
connection you want users to make: interactive or dedicated. In interactive mode, the DDR line can
be used for any type of connection, including Telnet, SLIP, or PPP encapsulation. In dedicated mode,
the line is automatically placed into interface mode so that the user cannot change the encapsulation
method, address, or other parameters.

If you rely on a dynamic routing protocol to receive routing information, you must enable
asynchronous dynamic routing on the DDR interface so that the router will trust routes learned from
that interface.

In order to dial out using asynchronous connections, chat scripts must be configured so that modem
dialing and login commands are sent to remote systems. There are typically two scripts—modem
(dialing) and system (login). Modem commands vary widely, depending upon modem and type and
communication software. Several line commands are required to specify modem line characteristics,
such as speed and parity setting. Login scripts request terkeirotocol and right include user

name and password information for authentication purposes.

Creating Static Routes, Zones, and Service Updates

Typically, routers make decisions based on routing tables which they build from dynamic routing
information. However, because routing updates are not sent over inactive DDR links, the
administrator must configure static routes, services, and zones, so that routing can continue and so
that hosts can still find services when the DDR link is not connected.

IP Static Routes

7-8

Use thdp route commandto create static routes to specified destinations. To advertise static routes
to other routers on the network, use thdistribute static command.

For example, to redistribute the static route to other networks in IGRP autonomous system 109, use
the following commands:

router igrp 109
network 131.108.0.0
redistribute static
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IP Default Routes

Some routers may not be able to determine the routes to all other networks. It is common to
configure these routers (using tipedefault-network command) with default routes so that if the

router cannot determine the destination for particular packets, it can forward the packets to the
default address. The router at the default address will forward the packets to the intended destination.

Passive Interfaces

Split Horizon

Interfaces that are taggedpessivewill not send routing updates. To prevent routing updates from
establishing DDR connections on dialer interfaces that do not rely on dynamic routing information,
configure DDR interfaces with thgassive-interfacecommand or use access lists as previously
described. Either theassive-interfacecommand or an access list is sufficient to prevent routing
updates from triggering a call. However, if you want routing updates to be passed when the link is
active, use an access list instead oftassive-interfacecommand.

Routers connected to broadcast-type IRvoets and rowgrs that use distance-vector routing
protocols use split horizon to reduce the possibility of routing loops. Split horizon blocks
information about routes from being advertised by a router out any interface from which that
information originated.

Note If remote sites need to communicate with each other, split horizons should be disabled for hub
and spoke topologies. In hub and spoke topologies, spakesdbout each other through the hub

site to which they are connected by a single interface. In order for spokes to send and receive
information to each other, split horizons must be disabled so that information can be sent and
received over the same interface.

IPX Static Routes and SAP Updates

With DDR, it is necessary to configure static routes because routing updates are not received across
inactive DDR connections. To create static routes to specified destinations, ipsertute

command. You can also configure static Service Advertisement Protocol (SAP) updates with the
ipx sap command so that clients can always find a particular server. In this way, you can determine
the areas on your internetwork where SAP updates will establish DDR connections.

In the following example, traffic to network 50 will always be sent to address 45.0000.0c07.00d3.
Traffic to network 75 will always be sent to address 45.0000.0c07.00de. The routespatdeo
GNS queries with the server WALT if there are no dynamic SAPs available:

ipx route 50 45.0000.0c07.00d3
ipx route 75 45.0000.0c07.00de
ipx sap 4 WALT 451 75.0000.0000.0001 15

Configuring AppleTalk Static Zones

AppleTalk zones are by default dynamically updated with new AppleTalk addresses. To avoid
unwanted DDR connections caused by dynamic zone updates, you can control the size and content
of a zone statically instead. In the following example, the Marketing zone is configured to contain
only addresses within a cable range of 110 to 110:

appletalk static cable-range 110-110 to 45.2 zone Marketing
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Note For versions of IOS Release 10 that support snapshot routing, DDR dependence on static
routes is minimized. Snapshot routing ismaditriggered technique optimized for remote sites with
occasional access requirements, allowing a remote router to take a periodic snapshot of a central site
routing table during a shoatctiveperiod. This information is then stored for a user-configurable

period of inactivity until the nexdctiveperiod. In the event that no routing updates are exchanged
during the active period (because a DDR phone number or interface is unavailable), a
user-configurable retry period is activated to ensure that a full inactive period does not pass before
an attempt is made to exchange routing information again. Snapshot simgrts IRRIP and

IGRP), Novell IPX (RIP and SAP) and AppleTalk (RTMP) protocols.

Setting up Dialer Maps

7-10

In addition to configuring static routes, you need to map network addresses to telephone numbers to
design the DDR internaork. Used with rairy groups, dialer maps can be configured to support
multiple physical lines or multiple destinations on one interface. Dialer map statements map next
hop addresses to telephone numbers. If a match is not found between a packet's next hop address
and the dialer map statement defined for an interface, the packepped. The next hop address

for a packet is determined based on routing information. In the following example, packets received
for a host on network 144.254.50.0 are routedniexd hop address of 144.254.45.2 and mapped to
telephone number 555-1212:

ip route 144.254.50.0 255.255.255.0 144.254.45.2
interface dialer 1
dialer map IP 144.254.45.2 name HostA 5551212

Checks against dialer map statements for broadcasts will fail because a broadcast packet is
transmitted with a next hop address of the broadcast address. If you want broadcast packets
transmitted to telephone numbers defined by dialer map statements, lhusatwastkeyword with
thedialer map command.

To determine whether calls are placed at 56 or 64 kbps for ISDN calls, you canspsseitioption

with thedialer map command when configuring interfaces. See the “ISDN Connections” section
earlier in this chapter for details on ISDN media. If you are calling a system that requires a login
script and is running in interactive mode, tise system-scriptkeyword with thedialer map
command on asynchronous interfaces.

To take advantage of authenticated callers, usesime keyword with thedialer map command as
illustrated in the following example:

dialer map ip 144.254.45.2 name localcall speed 64 5551212
dialer map ip 144.254.45.4 name longdistance speed 56 14155558888

For hub and spoke or fully-meshed topologies that use multiple connections between single sites,
configure rotary groups with thaterface dialer anddialer rotary-group commands. A dialer
interface is an entity that allows you to propagate an interface configuration to multiple interfaces.
Physical interfaces assigned to the dialer rotary group inherit the interface dialer configuration
parameters.

If one of the physical interfaces in a rotamnpup is busy, thaext available interface can be used to
place or receive a call. It is not necessary to configure rotary groups for BRI or PRI interfaces
because ISDN channels are automatically placed into a rotary group, but multiple BRI or PRI
interfaces may be placed in a rotary group to gain the advantages of rotary groups over a large
number of B channels.
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Determining Interesting and Uninteresting Packets

To load share so that additional bandwidth is provided as needed, asal¢héad-threshold
command. In the following example, if the load to a particular destination on an interface in dialer
rotary group 1 exceeds an interface load of 55% of the total bandwidth, the dialer will initiate another
call to the destination. The load is displayed in a show interface as n/255. Load is calculated
dynamically, based on the configured bandwidth of 9 kbps.

interface dialer 1

dialer load-threshold 55
bandwidth 9

Note On most of the hardware platforrespporting DDR, the p&ets are distributed among

multiple links to the same destination based on the link with the shortest queue. If there are no
packets queued on the device, the same link will always be used. With this technique, if a link is not
being utilized to the point at which packets are backing up in the router, the extra link will be
disconnected as a cost savings. The disadvantage of this technique is that if the dialer load-threshold
is set too low, the second channel will be brought up, but it will never carry traffic and will be
disconnected after the idle time. ISDN PRI currently does not use this approach, but instead employs
a round-robin techgue across all of the ports that are active to the same destination.

Determining Interesting and Uninteresting Packets

As described earlier, if a packet is uninteresting and there is no connection established, the packet is
dropped. If the packet is uninteresting, but a connection is already established to the specified
destination, the packet is sent across the connection, but the idle timer is not reset. If the packet is
interesting, and there is no connection on the available interface, the router attempts to establish a
connection.

Once static routes are configured, you can apply access lists wiababes-listcommand to DDR
interfaces in order to control DDR connections by tagging packets as uninteresting and interesting.
For example, RIP and IGRP routing update packets are sent across the internetwork periodically.
These packets may need to be filtered with access lists to prevent unwanted DDR connections.
Novell IPX SAP requests are sent periodically and will automatically activate any DDR link in their
path. In the design of DDR internetworks, it is important to understand where updates and service
requests are useful and where these packet types can be safely filtered.désy tigion with

access lists to tag packets as uninteresting. Ugeetingit option to configure interesting packets.

You may also use thgassive-interfacecommand described earlier in the section “Passive
Interfaces.”

On IP internetworks, it is important to consider filtering routing updates on DDR interfaces for the
packet types listed in Table 7-2.

Table 7-2 IP Routing Update Packet Cycles

Periodic Update
Packet Type Cycle

Enhanced IGRP 5 seconds (Hello)

IGRP 90 seconds
RIP 60 seconds
OSPF 10 seconds (Hello)
IS-1S 10 seconds (Hello)
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Protocol-Specific Issues

Note The routing protocols IS-1S, BGP, and OSPF are not recommended with DDR because they
require an acknowledgment for routing updates. Because DDR lines are brought up as needed, DDR
will not necessarily be active and available to send responses at the times the updates are sent.

On Novell IPX internetworks, it is important to consider filtering routing updates on DDR interfaces
for the protocols listed in Table 7-3.

Table 7-3 Novell IPX Update Pac ket Cycles

Periodic Update
Packet Type Cycle

RIP 60 seconds
SAP 60 seconds
Serialization 66 seconds

Protocol-Specific Issues

IP Access Lists

While the issues of topology and the configuration of dialer maps and filtering of interesting traffic
is common to all DDR connections, there specific issues for each of the following protocols:

® IP
® Novell IPX
® AppleTalk

IP hosts use a variety of methods to access other IP hosts, including Telnet and the File Transfer
Protocol (FTP). To initiate a DDR link, an IP host opens, for example, a Telnet session to the IP
address of the destination.

Access lists determine whether packets are interesting or uninter&stngsting packetactivate

DDR connections automatically. Uninteresting packets do not trigger DDR connections, although if

a DDR connection is already active, uninteresting packets will travel across the existing connection.
You do not need to create a separate access list for each interface on a router. You can create several
key access lists and apply them to as many interfaces as needed.

For example, you could apply access list 101 from the following example to several interfaces.
Access list 101 prevents periodic IGRP routing updates from establishing an unwanted DDR
connections, and allows all other IP packets to automatically trigger a DDR connection:

access-list 101 deny igrp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255
access-list 101 permit ip 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255

Also refer to the section “Passive Interfaces” earlier in this chapter.
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Protocol- Specific Issues

Novell IPX

IPX Access Lists

Novell IPX hosts are attached to local Novell IPX servers and send a Get Nearest Server (GNS)
packet to discover Novell servers on the internetwork. Novell IPX hosts find routers during NetWare
shell loads.

Access lists determine whether packets are interesting or uninter&stngsting packetactivate
DDR connections automatically. Uninteresting packets do not trigger DDR connections, although if
a DDR connection is already active, uninteresting packets will travel across the existing connection.

Novell IPX internetworks use several types of update packets that may need to be filtered with
access lists. Novell hosts broadcast serialization packetsogy-gorotection precaution. Routing
Information Protocol (RIP) routing table updates and SAP advertisements are broadcast every
60 seconds. Serialization packets are sent approximately every 66 seconds.

In the following example, access list 901 classifies SAP (452), RIP (453), and seoial{Z&{7)
packets as uninteresting and classifies IPX pagiet tnknown/any (0), any or RIP (1), any or
SAP (4), SPX (5), NCP (17), and NetBIOS (20) as interesting:

access-list 901 deny 0 FFFFFFFF 452

access-list 901 deny 4 FFFFFFFF 452

access-list 901 deny 0 FFFFFFFF 453

access-list 901 deny 1 FFFFFFFF 453

access-list 901 deny 0 FFFFFFFF 457

access-list 901 deny 0 FFFFFFFF 0 FFFFFFFF 452
access-list 901 deny 0 FFFFFFFF 0 FFFFFFFF 453
access-list 901 deny 0 FFFFFFFF 0 FFFFFFFF 457
access-list 901 permit 0

access-list 901 permit 1

access-list 901 permit 2

access-list 901 permit 4

access-list 901 permit 5

access-list 901 permit 17

You can permit any other type of IPX packet as needed.

With 10S 10.2, the configuration of Novell IPX access lists is improved with the support of
wildcard (-1), so the@revious example would be as follows:

access-list 901 deny -1 FFFFFFFF 452

access-list 901 deny -1 FFFFFFFF 453

access-list 901 deny -1 FFFFFFFF 457

access-list 901 deny -1 FFFFFFFF 0 FFFFFFFF 452
access-list 901 deny -1 FFFFFFFF 0 FFFFFFFF 453
access-list 901 deny -1 FFFFFFFF 0 FFFFFFFF 457
access-list 901 permit -1

IPX Watchdog Packets and Spoofing

Novell IPX watchdog packets are keepalive packets that are sent from servers to clients after a client
session has been idle for apximately 5 minutes. Watchdog packets (keepalives) automatically
establish connections over DDR links. To configure a router to ignore watchdog packets and thus
prevent unwanted DDR connections from being established, uigx thatchdog-spoofcommand.
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Summary

AppleTalk

AppleTalk hosts use the Name Binding Protocol (NBP) to map network names to AppleTalk
addresses. AppleTalk hosts access routers through the Chooser.

AppleTalk Broadcasts

While you cannot filter AppleTalk updates through access lists, you can eliminate broadcast traffic
by not using théroadcastoption with thedialer map command. For example, you may want to
eliminate Zone Information Protocol (ZIP)—ZIP broadcasessent to track which networks are in
which zone.

Eliminating Apple Filing Protocol Updates

AppleTalk servers use the Apple Filing Protocol (AFP) to sendickdesapproximately every

10 seconds to hosts on the network.These tickles will establish connections when propagated across
DDR interfaces. To avoid unwanted DDR connections, you must manually unmount AppleTalk
servers or install software on the servers that will automatically disconnect idle users after a timeout
period.

Summary

When designing DDR internetworks, consider topology type: golpint, hub and spokend

fully meshed. With the topology type, consider the type of addressing scheme used and security
issues. Keep in mind that media choice affects how packets are sent. Define where packets are sent
by configuring static routes, zones, and services. Determine how packets reach their destination by
configuring dialer interfaces and mapping addresses to telephone numbers. Finally, determine when
the router should connect by configuring interesting versus uninteresting packets, eliminating
unwanted AppleTalk broadcasts and spoofing IPX watchdog packets. Following these guidelines
will help provide a foundation for constructing scalable dial-on-demand internetworks that balance
performance, fault tolerance, and cost.
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APPENDIX g

Subnetting an IP Address Space

This appendix provides a partial listing of a Class B area intended to be divided into approximately
500 Open Shortest Path First (OSPF) areas. Fputiposes of this examplihe network is assumed
to be a Class B network with the address 150.100.0.0.

Note Although a 500-area OSPF internetwork is unrealistic, using an address space like this can
help to illustrate the general methodology employed to subnet an OSPF address space.

Only the address space for two of 512 areas is shown in Table A-1. These areas are defined with the
base address 150.100.2.0. lllustrating the entire address space for 150.100.0.0 would require
hundreds of additional pages of addressing information. Each area would require the equivalent
number of entries for each of the example areas illustrated here.

Table A-1 illustrates the assignment of 255 IP addresses that have been split between two OSPF
areas. Table A-1 also illustrates timundaries of the subnets and of the two OSPF areas $aman
8 and area 17).

For the purposes of this discussion, consider a network that requires point-to-point serial links in

each area to be assigned a subnet mask that allows two hosts per subnet. All other subnets are to be
allowed 14 hosts per subnet. The use of bit-wise subnetting and variable-length subnet masks
(VLSMs) permit you to customize your address space by facilitating the division of address spaces

into smaller groupings than is allowed when subnetting along octet boundaries. The address layout
shown in Table A-1 illustrates a structured approach to assigning addresses that uses VLSM.

Table A-1 presents two subnet masks: 2552%5.240and of 255.255.255.252. The first mask

creates subnet address spaces that are four bits wide; the second mask creates a subnet address spaces
that are two bits wide.

Because of the careful assignment of addresses, each area can be summarized widr@ssingle
router configuration command (used to define address range).

The first set of addresses starting with 150.10@x&xxxXlast octet represented here in binary) can
be summarized into the backbone with the following command:

area 8 range 150.100.2.0 255.255.255.128

This command assigns all addresses from 150.100.2.0 to 150.100.2.127 to area 8.
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A-2

Similarly, the addresses from 150.100.2.128 ta 1GM2.255 for the send area can be
summarized as follows:

area 17 range 150.100.2.128 255.255.255.128

This command assigns all addresses from 150.100.2.128 to 150.100.2.255 to area 17.

Allocation of subnets allows you to decide where to draw the line between the subnet and host (using
a subnet mask) within each arBiate that in this example there are only seven bits remaining to use
because of the creation of the artificial area mask. The nine bits to the left of the area mask are
actually part of thsubnet portion of the address. By keeping timiise bits the same for all

addresses in a given area, route summarization is easily achieved at area border routers as illustrated
by the scheme used in Table A-1.

Table A-1 lists individual subnets, valid IP addresses, subnet identifiers, and broadcast addresses.
This method of assigning addresses for the VLSM portion of the address space guarantees that there
is no address overlap. If the requirement had been different, any nuntieetarfer subnets might

be chosen and divided into smaller ranges with fewer hosts, or combined into several ranges to create
subnets with more hosts.

The design approach used in this appendix altbwsarea mask boundary and subnet masks to be
assigned to any point in the address space, which provides significant design flexibility. A change
in the specification of the area mask boundary or subnet masks may be required/dr net
outgrows its initial address space design.

In Table A-1, the area mask boundary is to the right of most significant bit of the last octet of the
address, as shown by Figure A-1.

Figure A-1 Breakdown of the Addresses Assigned by the Example

Alternate
subnet mask 2
Area mask 255.255.255.252

Lo

150.100.aaaaaaaa.a bbb | cc | dd
e
Fixed for all
addresses in
a given area T

Subnet mask 1
255.255.255.240

S2733

With a subnet mask of 255.255.255.240,alaadb bits together represent the subnet portion of the
address, while the andd bits together provide 4-bit host identifiers. When a subnet mask of
255.255.255.252 (a typical subnet mask for point-to-point serial lines, bhandc bits together
represent the subnet portion of the address, armthit@ provide 2-bit host identifiers. As mentioned
earlier, the purpose of the area mask is to keep all & bits constant in a given OSPF area
(independent of the subnet mask) so that route summarization is easy to apply.
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The following steps outline the process used to allocate addresses:

Step 1 Determine the number of areas required for your OSPF network. A value of 500 is used for
this example.

Step 2 Create an artificighrea mask boundariy your address space. This example uses nine bits
of subnet addressing space to identify the areas uniquely. Be¢au5&22 nine bits of

subnet meets our requirement of 500 areas.

Step 3 Determine the number of subnets required in each area and the maximum number of hosts
required per subnet. This allows you to determine the placement of the subnet mask(s). In

Table A-1, the requirement is for 7 subnets with 14 hosts each and 4 subnets with 2 hosts

each.

Table A-1 Partial Example of Subnet Address Assignment Using VLSM

Subnet

Portion of Host Portion
IP Address Last Octet of Last Octet Subnet
(Decimal) (Binary) (Binary) Number Subnet Mask Notes
150.100.2.0 0000 0000 150.100.2.0 255.255.255.240 Subnet identifier; area boundary; area 8 starts
150.100.2.1 0000 0001 150.100.2.0 255.255.255.240
150.100.2.2 0000 0010 150.100.2.0 255.255.255.240
150.100.2.3 0000 0011 150.100.2.0 255.255.255.240
150.100.2.4 0000 0100 150.100.2.0 255.255.255.240
150.100.2.5 0000 0101 150.100.2.0 255.255.255.240
150.100.2.6 0000 0110 150.100.2.0 255.255.255.240
150.100.2.7 0000 0111 150.100.2.0 255.255.255.240
150.100.2.8 0000 1000 150.100.2.0 255.255.255.240
150.100.2.9 0000 1001 150.100.2.0 255.255.255.240
150.100.2.10 0000 1010 150.100.2.0 255.255.255.240
150.100.2.11 0000 1011 150.100.2.0 255.255.255.240
150.100.2.12 0000 1100 150.100.2.0 255.255.255.240
150.100.2.13 0000 1101 150.100.2.0 255.255.255.240
150.100.2.14 0000 1110 150.100.2.0 255.255.255.240
150.100.2.15 0000 1111 19.100.2.0 255.255.255.240 Subbedadcast
150.100.2.16 0001 0000 150.100.2.16 255.255.255.240 Subnet identifier
150.100.2.17 0001 0001 150.100.2.16 255.255.255.240
150.100.2.18 0001 0010 150.100.2.16 255.255.255.240
150.100.2.19 0001 0011 150.100.2.16 255.255.255.240
150.100.2.20 0001 0100 150.100.2.16 255.255.255.240
150.100.2.21 0001 0101 150.100.2.16 255.255.255.240
150.100.2.22 0001 0110 150.100.2.16 255.255.255.240
150.100.2.23 0001 0111 150.100.2.16 255.255.255.240
150.100.2.24 0001 1000 150.100.2.16 255.255.255.240
150.100.2.25 0001 1001 150.100.2.16 255.255.255.240

Subnetting an IP Address Space A-3



Subnet

Portion of Host Portion
IP Address Last Octet of Last Octet Subnet
(Decimal) (Binary) (Binary) Number Subnet Mask Notes
150.100.2.26 0001 1010 150.100.2.16 255.255.255.240
150.100.2.27 0001 1011 150.100.2.16 255.255.255.240
150.100.2.28 0001 1100 150.100.2.16 255.255.255.240
150.100.2.29 0001 1101 150.100.2.16 255.255.255.240
150.100.2.30 0001 1110 150.100.2.16 255.255.255.240
150.100.2.31 0001 1111 19.100.2.16 255.255.255.240 Subbebadcast
150.100.2.32 0010 0000 150.100.2.32 255.255.255.240  Subnet identifier
150.100.2.33 0010 0001 150.100.2.32 255.255.255.240
150.100.2.34 0010 0010 150.100.2.32 255.255.255.240
150.100.2.35 0010 0011 150.100.2.32 255.255.255.240
150.100.2.36 0010 0100 150.100.2.32 255.255.255.240
150.100.2.37 0010 0101 150.100.2.32 255.255.255.240
150.100.2.38 0010 0110 150.100.2.32 255.255.255.240
150.100.2.39 0010 0111 150.100.2.32 255.255.255.240
150.100.2.40 0010 1000 150.100.2.32 255.255.255.240
150.100.2.41 0010 1001 150.100.2.32 255.255.255.240
150.100.2.42 0010 1010 150.100.2.32 255.255.255.240
150.100.2.43 0010 1011 150.100.2.32 255.255.255.240
150.100.2.44 0010 1100 150.100.2.32 255.255.255.240
150.100.2.45 0010 1101 150.100.2.32 255.255.255.240
150.100.2.46 0010 1110 150.100.2.32 255.255.255.240
150.100.2.47 0010 1111 19.100.2.32 255.255.255.240 Subbebadcast
150.100.2.48 0011 0000 150.100.2.48 255.255.255.240  Subnet identifier
150.100.2.49 0011 0001 150.100.2.48 255.255.255.240
150.100.2.50 0011 0010 150.100.2.48 255.255.255.240
150.100.2.51 0011 0011 150.100.2.48 255.255.255.240
150.100.2.52 0011 0100 150.100.2.48 255.255.255.240
150.100.2.53 0011 0101 150.100.2.48 255.255.255.240
150.100.2.54 0011 0110 150.100.2.48 255.255.255.240
150.100.2.55 0011 0111 150.100.2.48 255.255.255.240
150.100.2.56 0011 1000 150.100.2.48 255.255.255.240
150.100.2.57 0011 1001 150.100.2.48 255.255.255.240
150.100.2.58 0011 1010 150.100.2.48 255.255.255.240
150.100.2.59 0011 1011 150.100.2.48 255.255.255.240
150.100.2.60 0011 1100 150.100.2.48 255.255.255.240
150.100.2.61 0011 1101 150.100.2.48 255.255.255.240
150.100.2.62 0011 1110 150.100.2.48 255.255.255.240
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Subnet

Portion of Host Portion
IP Address Last Octet of Last Octet Subnet
(Decimal) (Binary) (Binary) Number Subnet Mask Notes
150.100.2.63 0011 1111 19.100.2.48 255.255.255.240 Subbebadcast
150.100.2.64 010000 00 150.100.2.64 255.255.255.252  Subnet identifier
150.100.2.65 010000 01 150.100.2.64 255.255.255.252
150.100.2.66 010000 10 150.100.2.64 255.255.255.252
150.100.2.67 010000 11 150.100.2.64 255.255.255.252  Shhoedcast
150.100.2.68 010001 00 150.100.2.68 255.255.255.252  Subnet identifier
150.100.2.69 010001 01 150.100.2.68 255.255.255.252
150.100.2.70 010001 10 150.100.2.68 255.255.255.252
150.100.2.71 010001 11 150.100.2.68 255.255.255.252  Shhoedcast
150.100.2.72 010010 00 150.100.2.72 255.255.255.252  Subnet identifier
150.100.2.73 010010 01 150.100.2.72 255.255.255.252
150.100.2.74 010010 10 150.100.2.72 255.255.255.252
150.100.2.75 010010 11 150.100.2.72 255.255.255.252  Shhoedcast
150.100.2.76 010011 00 150.100.2.76 255.255.255.252  Subnet identifier
150.100.2.77 010011 01 150.100.2.76 255.255.255.252
150.100.2.78 010011 10 150.100.2.76 255.255.255.252
150.100.2.79 010011 11 150.100.2.76 255.255.255.252  Shhoedcast
150.100.2.80 0101 0000 150.100.2.80 255.255.255.240  Subnet identifier
150.100.2.81 0101 0001 150.100.2.80 255.255.255.240
150.100.2.82 0101 0010 150.100.2.80 255.255.255.240
150.100.2.83 0101 0011 150.100.2.80 255.255.255.240
150.100.2.84 0101 0100 150.100.2.80 255.255.255.240
150.100.2.85 0101 0101 150.100.2.80 255.255.255.240
150.100.2.86 0101 0110 150.100.2.80 255.255.255.240
150.100.2.87 0101 0111 150.100.2.80 255.255.255.240
150.100.2.88 0101 1000 150.100.2.80 255.255.255.240
150.100.2.89 0101 1001 150.100.2.80 255.255.255.240
150.100.2.90 0101 1010 150.100.2.80 255.255.255.240
150.100.2.91 0101 1011 150.100.2.80 255.255.255.240
150.100.2.92 0101 1100 150.100.2.80 255.255.255.240
150.100.2.93 0101 1101 150.100.2.80 255.255.255.240
150.100.2.94 0101 1110 150.100.2.80 255.255.255.240
150.100.2.95 0101 1111 19.100.2.80 255.255.255.240 Subbedadcast
150.100.2.96 0110 0000 150.100.2.96 255.255.255.240  Subnet identifier
150.100.2.97 0110 0001 150.100.2.96 255.255.255.240
150.100.2.98 0110 0010 150.100.2.96 255.255.255.240
150.100.2.99 0110 0011 150.100.2.96 255.255.255.240
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Subnet

Portion of Host Portion
IP Address Last Octet of Last Octet Subnet
(Decimal) (Binary) (Binary) Number Subnet Mask Notes
150.100.2.100 0110 0100 150.100.2.96 255.255.255.240
150.100.2.101 0110 0101 150.100.2.96 255.255.255.240
150.100.2.102 0110 0110 150.100.2.96 255.255.255.240
150.100.2.103 0110 0111 150.100.2.96 255.255.255.240
150.100.2.104 0110 1000 150.100.2.96 255.255.255.240
150.100.2.105 0110 1001 150.100.2.96 255.255.255.240
150.100.2.106 0110 1010 150.100.2.96 255.255.255.240
150.100.2.107 0110 1011 150.100.2.96 255.255.255.240
150.100.2.108 0110 1100 150.100.2.96 255.255.255.240
150.100.2.109 0110 1101 150.100.2.96 255.255.255.240
150.100.2.110 0110 1110 150.100.2.96 255.255.255.240
150.100.2.111 0110 1111 19.100.2.96 255.255.255.240 Subbebadcast
150.100.2.112 0111 0000 150.100.2.112 255.255.255.240 Subnet identifier
150.100.2.113 0111 0001 150.100.2.112 255.255.255.240
150.100.2.114 0111 0010 150.100.2.112 255.255.255.240
150.100.2.115 0111 0011 150.100.2.112 255.255.255.240
150.100.2.116 0111 0100 150.100.2.112 255.255.255.240
150.100.2.117 0111 0101 150.100.2.112 255.255.255.240
150.100.2.118 0111 0110 150.100.2.112 255.255.255.240
150.100.2.119 0111 0111 150.100.2.112 255.255.255.240
150.100.2.120 0111 1000 150.100.2.112 255.255.255.240
150.100.2.121 0111 1001 150.100.2.112 255.255.255.240
150.100.2.122 0111 1010 150.100.2.112 255.255.255.240
150.100.2.123 0111 1011 150.100.2.112 255.255.255.240
150.100.2.124 0111 1100 150.100.2.112 255.255.255.240
150.100.2.125 0111 1101 150.100.2.112 255.255.255.240
150.100.2.126 0111 1110 150.100.2.112 255.255.255.240
150.100.2.127 0111 1111 19.100.2.112 255.255.255.240 Subhatadcast; area boundary; area 8 ends
150.100.2.128 1000 0000 150.100.2.128 255.255.255.240 Subnet identifier; area boundary; area 17 starts
150.100.2.129 1000 0001 150.100.2.128  255.255.255.240
150.100.2.130 1000 0010 150.100.2.128  255.255.255.240
150.100.2.131 1000 0011 150.100.2.128 255.255.255.240
150.100.2.132 1000 0100 150.100.2.128  255.255.255.240
150.100.2.133 1000 0101 150.100.2.128  255.255.255.240
150.100.2.134 1000 0110 150.100.2.128 255.255.255.240
150.100.2.135 1000 0111 150.100.2.128 255.255.255.240
150.100.2.136 1000 1000 150.100.2.128  255.255.255.240

A-6 Internetwork Design Guide



Subnet

Portion of Host Portion
IP Address Last Octet of Last Octet Subnet
(Decimal) (Binary) (Binary) Number Subnet Mask Notes
150.100.2.137 1000 1001 150.100.2.128 255.255.255.240
150.100.2.138 1000 1010 150.100.2.128 255.255.255.240
150.100.2.139 1000 1011 150.100.2.128 255.255.255.240
150.100.2.140 1000 1100 150.100.2.128 255.255.255.240
150.100.2.141 1000 1101 150.100.2.128 255.255.255.240
150.100.2.142 1000 1110 150.100.2.128 255.255.255.240
150.100.2.143 1000 1111 19.100.2.128 255.255.255.240 Subhstadcast
150.100.2.144 1001 0000 150.100.2.144 255.255.255.240  Subnet identifier
150.100.2.145 1001 0001 150.100.2.144 255.255.255.240
150.100.2.146 1001 0010 150.100.2.144 255.255.255.240
150.100.2.147 1001 0011 150.100.2.144 255.255.255.240
150.100.2.148 1001 0100 150.100.2.144 255.255.255.240
150.100.2.149 1001 0101 150.100.2.144 255.255.255.240
150.100.2.150 1001 0110 150.100.2.144 255.255.255.240
150.100.2.151 1001 0111 150.100.2.144 255.255.255.240
150.100.2.152 1001 1000 150.100.2.144 255.255.255.240
150.100.2.153 1001 1001 150.100.2.144 255.255.255.240
150.100.2.154 1001 1010 150.100.2.144 255.255.255.240
150.100.2.155 1001 1011 150.100.2.144 255.255.255.240
150.100.2.156 1001 1100 150.100.2.144 255.255.255.240
150.100.2.157 1001 1101 150.100.2.144 255.255.255.240
150.100.2.158 1001 1110 150.100.2.144 255.255.255.240
150.100.2.159 1001 1111 19.100.2.144 255.255.255.240 Subhstadcast
150.100.2.160 1010 0000 150.100.2.160  255.255.255.240 Subnet identifier
150.100.2.161 1010 0001 150.100.2.160 255.255.255.240
150.100.2.162 1010 0010 150.100.2.160 255.255.255.240
150.100.2.163 1010 0011 150.100.2.160 255.255.255.240
150.100.2.164 1010 0100 150.100.2.160 255.255.255.240
150.100.2.165 1010 0101 150.100.2.160 255.255.255.240
150.100.2.166 1010 0110 150.100.2.160 255.255.255.240
150.100.2.167 1010 0111 150.100.2.160 255.255.255.240
150.100.2.168 1010 1000 150.100.2.160  255.255.255.240
150.100.2.169 1010 1001 150.100.2.160 255.255.255.240
150.100.2.170 1010 1010 150.100.2.160 255.255.255.240
150.100.2.171 1010 1011 150.100.2.160 255.255.255.240
150.100.2.172 1010 1100 150.100.2.160 255.255.255.240
150.100.2.173 1010 1101 150.100.2.160 255.255.255.240
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Subnet

Portion of Host Portion
IP Address Last Octet of Last Octet Subnet
(Decimal) (Binary) (Binary) Number Subnet Mask Notes
150.100.2.174 1010 1110 150.100.2.160 255.255.255.240
150.100.2.175 1010 1111 19.100.2.160 255.255.255.240 Subhstadcast
150.100.2.176 101100 00 150.100.2.176 255.255.255.252  Subnet identifier
150.100.2.177 101100 01 150.100.2.176 255.255.255.252
150.100.2.178 101100 10 150.100.2.176 255.255.255.252
150.100.2.179 101100 11 150.100.2.176 255.255.255.252  Shimastcast
150.100.2.180 101101 00 150.100.2.180 255.255.255.252  Subnet identifier
150.100.2.181 101101 01 150.100.2.180 255.255.255.252
150.100.2.182 101101 10 150.100.2.180 255.255.255.252
150.100.2.183 101101 11 150.100.2.180 255.255.255.252  Shimastcast
150.100.2.184 101110 00 150.100.2.184 255.255.255.252  Subnet identifier
150.100.2.185 101110 01 150.100.2.184 255.255.255.252
150.100.2.186 101110 10 150.100.2.184 255.255.255.252
150.100.2.187 101110 11 150.100.2.184 255.255.255.252  Shimastcast
150.100.2.188 101111 00 150.100.2.188 255.255.255.252  Subnet identifier
150.100.2.189 101111 01 150.100.2.188 255.255.255.252
150.100.2.190 101111 10 150.100.2.188 255.255.255.252
150.100.2.191 101111 11 150.100.2.188 255.255.255.252  Shimastcast
150.100.2.192 1100 0000 150.100.2.192 255.255.255.240  Subnet identifier
150.100.2.193 1100 0001 150.100.2.192  255.255.255.240
150.100.2.194 1100 0010 150.100.2.192 255.255.255.240
150.100.2.195 1100 0011 150.100.2.192 255.255.255.240
150.100.2.196 1100 0100 150.100.2.192  255.255.255.240
150.100.2.197 1100 0101 150.100.2.192 255.255.255.240
150.100.2.198 1100 0110 150.100.2.192 255.255.255.240
150.100.2.199 1100 0111 150.100.2.192 255.255.255.240
150.100.2.200 1100 1000 150.100.2.192  255.255.255.240
150.100.2.201 1100 1001 150.100.2.192 255.255.255.240
150.100.2.202 1100 1010 150.100.2.192 255.255.255.240
150.100.2.203 1100 1011 150.100.2.192 255.255.255.240
150.100.2.204 1100 1100 150.100.2.192 255.255.255.240
150.100.2.205 1100 1101 150.100.2.192 255.255.255.240
150.100.2.206 1100 1110 150.100.2.192 255.255.255.240
150.100.2.207 1100 1111 19.100.2.192 255.255.255.240 Subbstadcast
150.100.2.208 1101 0000 150.100.2.208  255.255.255.240 Subnet identifier
150.100.2.209 1101 0001 150.100.2.208 255.255.255.240
150.100.2.210 1101 0010 150.100.2.208 255.255.255.240
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Subnet

Portion of Host Portion
IP Address Last Octet of Last Octet Subnet
(Decimal) (Binary) (Binary) Number Subnet Mask Notes
150.100.2.211 1101 0011 150.100.2.208 255.255.255.240
150.100.2.212 1101 0100 150.100.2.208 255.255.255.240
150.100.2.213 1101 0101 150.100.2.208 255.255.255.240
150.100.2.214 1101 0110 150.100.2.208 255.255.255.240
150.100.2.215 1101 0111 150.100.2.208 255.255.255.240
150.100.2.216 1101 1000 150.100.2.208 255.255.255.240
150.100.2.217 1101 1001 150.100.2.208 255.255.255.240
150.100.2.218 1101 1010 150.100.2.208 255.255.255.240
150.100.2.219 1101 1011 150.100.2.208 255.255.255.240
150.100.2.220 1101 1100 150.100.2.208 255.255.255.240
150.100.2.221 1101 1101 150.100.2.208 255.255.255.240
150.100.2.222 1101 1110 150.100.2.208 255.255.255.240
150.100.2.223 1101 1111 19.100.2.208 255.255.255.240 Subhstadcast
150.100.2.224 1110 0000 150.100.2.224 255.255.255.240  Subnet identifier
150.100.2.225 1110 0001 150.100.2.224 255.255.255.240
150.100.2.226 1110 0010 150.100.2.224 255.255.255.240
150.100.2.227 1110 0011 150.100.2.224 255.255.255.240
150.100.2.228 1110 0100 150.100.2.224 255.255.255.240
150.100.2.229 1110 0101 150.100.2.224 255.255.255.240
150.100.2.230 1110 0110 150.100.2.224 255.255.255.240
150.100.2.231 1110 0111 150.100.2.224 255.255.255.240
150.100.2.232 1110 1000 150.100.2.224 255.255.255.240
150.100.2.233 1110 1001 150.100.2.224 255.255.255.240
150.100.2.234 1110 1010 150.100.2.224 255.255.255.240
150.100.2.235 1110 1011 150.100.2.224 255.255.255.240
150.100.2.236 1110 1100 150.100.2.224 255.255.255.240
150.100.2.237 1110 1101 150.100.2.224 255.255.255.240
150.100.2.238 1110 1110 150.100.2.224 255.255.255.240
150.100.2.239 1110 1111 19.100.2.224 255.255.255.240 Subhstadcast
150.100.2.240 1111 0000 16.100.2.240 255.255.255.240  Subnet identifier
150.100.2.241 1111 0001 16.100.2.240 255.255.255.240
150.100.2.242 1111 0010 16.100.2.240 255.255.255.240
150.100.2.243 1111 0011 16.100.2.240 255.255.255.240
150.100.2.244 1111 0100 16.100.2.240 255.255.255.240
150.100.2.245 1111 0101 16.100.2.240 255.255.255.240
150.100.2.246 1111 0110 16.100.2.240 255.255.255.240
150.100.2.247 1111 0111 16.100.2.240 255.255.255.240
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Subnet

Portion of Host Portion
IP Address Last Octet of Last Octet Subnet
(Decimal) (Binary) (Binary) Number Subnet Mask Notes
150.100.2.248 1111 1000 16.100.2.240 255.255.255.240
150.100.2.249 1111 1001 16.100.2.240 255.255.255.240
150.100.2.250 1111 1010 16.100.2.240 255.255.255.240
150.100.2.251 1111 1011 16.100.2.240 255.255.255.240
150.100.2.252 1111 1100 16.100.2.240 255.255.255.240
150.100.2.253 1111 1101 16.100.2.240 255.255.255.240
150.100.2.254 1111 1110 16.100.2.240 255.255.255.240
150.100.2.255 1111 1111 16.100.2.240 255.255.255.240 Subhstadcast; area boundary; area 17 ends
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APPENDIX RS

IBM Serial Link Implementation Notes

The following discussions clarify some common misconceptions and points of confusion associated
with half-duplex, fultduplex, andnultipoint connections.

Half Duplex and Full Duplex Compared

There is often confusion with half duplex and full-dupéexial links. One reason is that there are
several different contexts in which these two terms are used. These contexts include asynchronous
line implementations, IBM Systems Meirk Architecture (SNA)-specific implementatis, and

data communications equipment (DCE) implementations. Each is addressed in the discussions that
follow.

Asynchronous Line Definitions

Duplexas seen on asynchronous communication lines (and in terminal emulation software
parameters) impliekll duplexas it applies to the echoing of transmitted characters by a host back
to a terminal. This is also referred toexhoplexmode. In this context, half-duplex mode involves

no character echo. Some common misconfigurations of terminals and hosts follow:

® Full duplex specified on a terminal when the host is set for half duplex results in typing blind at
the terminal.

® Half duplex specified on a terminal when the host is set for full duplex results in double characters
on the terminal because the terminal displays entered characters if the terminal’s configuration
indicates that the host will not echo characters.

Note This interpretation of duplex does not apply in a router context.

IBM SNA-Specific Definitions

IBM's master glossary for VTAM, NCP, and NetView terms defidaplex full duplex andhalf
duplexas follows:

® Duplex—In data communications, pertaining to a simultaneous two-way independent
transmission in both directions. Synonymous with full duplex. Contrast with half duplex.

® Half duplex—In data communications, pertaining to an alternate, one-way-at-a-time,
independent transmission. Contrast with duplex.
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Multipoint Connections

These definitions can be applied in two contexts that are the main source of duplex definition
confusion.

® First, there igull-duplexandhalf-duplex data transfefl his typically applies to the ability or
inability of data terminal equipment (DTE) to support simultaneous, two-way data flow. SNA PU
4 devices (front-end processors such as 3705, 3720, 3725, and 3745 devices) are capable of
full-duplex data transfer. Each such device employs a separate data and control path into the
control program’s transmit and receive buffers.

® Some PU 2.1 devices are also capabfelbfluplex data modevhich is negotiable in the XID-3
format frame—unless the NCP PU definition statement DATMODE=FULL is specified. If
FULL is specified, full-duplex mode is forced. PU 2s and PU 1s operagdfinluplex data
mode

DCE Definitions

Finally, there idull duplexandhalf duplexas it applies to the communication facility, or DCE. This

is where the most technological advancement has been achieved with respect to half and full duplex.
DCE installations primarily consist of channel service units (CSUs), data service units (DSUs), or
modem devices, and a communications line. The modem can be synchronous or asynchronous and
can be analog or digital. The communications line can be two-wire or four-wire and can be leased
or switched (that is, dial-up).

Older modems are only capable of transmitting or receiving at a given time. When a DTE wants to
transmit data using an older modem, the DTE asserts the Request To Send (RTS) signal to the
modem. If the modens notin receive mode, the modem enables its carrier signal in preparation for
transmitting data and asserts Clear To Send (CTS). If the misdeneceive mode, its Data Carrier

Detect (DCD) signal (that is, the carrier signal from the remote modem) is in the active state.
Because DCD is in the active state, the modem does not activate the CTS signal, and the DTE does
not transmit.

Contemporary modems are capable of transmitting and receiving simultaneously over two-wire or
four-wire and leased or switched lines. One method uses multiple carrier signals at different
frequencies, so that the local modem’s transmit and receive signal as well as the remote modem’s
transmit and receive signal each has its own carrier frequency.

DTE equipment in an SDLC environment have configuration options that specify which mode of
operation is supported by DCE equipmé@iite default parameters for most PU 2 devices are set for
half duplex, although they can also support full-duplex operation. If the facility is capable of full
duplex, RTS can be asserted at all times. If the facilippsrts half dum@x, or is operating in a
multipointenvironment using modem-sharing devices (as opposed to multipoint provided by a
Postal Telephone and Telegraph [PTT] or by a telephone company), Bt 8mty be asserted when
transmitting. A full-duplex-capable communication facility that connects a PU 4 to a PU 2 device or
to a PU 1 device (with each PU device specifying full-duplex DCE capability) experiences improved
response time because of reduced turnaround delays.

Older PU 2 and PU 1 devices cannot be configured for full-duplex DCE mode. Also, because older
PU 2 and PU 1 devices can only support half-duplex data transfer, transmit and receive data cannot
be on the line at the same time (in contrast to a PU 4-to-PU 4 full-duplex exchange).

Multipoint Connections

B-2

Multipoint operation is a method of sharing a communication facility with multiple locations. The
telephone company or PTT communications authorities offer two-wire and four-wire multipoint
configurations for analog service (modem attachment) or four-wire for digital service (CSU/DSU
attachment). Most implementations are master-polling, multiple-sl@geimplementations. The
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Multipoint Connections

master only connects to odeop at a time. The switching takes place at &gdased local exchange

in proximity of the master DTE site. Some service providers offer analog multipoint services that
support two-way simultaneous communicatiwhjch allows DTEs to be configured for permanent
RTS.

Modem-sharing devices and line-sharing devices also provide multipoint capability. These
implementations allow a single point-to-point link to be shared by multiple devices. Some of these
devices have configurable ports for DTE or DCE operation, which allow for configurations that can
accommodate multiple sites (called cascaded configurations). The main restriction of these devices
is that when RTS is active, everyone else is locked out. You cannot configure DTEs for permanent
RTS and must accept the turnaround delays associated with this mode of operation.

IBM Serial Link Implementation Notes B-3






APPENDIX HN®

SNA Host Configuration for SRB
Networks

When designing source-route bridging (SRB) internetworks featuring routers and IBM Systems
Network Architecture (SNA) entities, you must carefully consider the configuration of SNA nodes
as well as routing nodes. This appendix provides examples that focus on three specific SNA devices:

® Front-end processors (FEPS)
® \Virtual Telecommunications Access Method (VTAM)-switched major nodes

® 3174 clster controllers

Figure C-1 illustrates a typical environment. Table C-1 through Table C-6 present the definition
parameters for the devices shown in Figure C-1.

Note This material provides host-related configuration information pertinent to design material
provided in Chapter 3“Designing SRB Interwerks.”

Figure C-1 Typical SNA Host Environment

IBM mainframe

VTAM switched
major node

S2578

Router Cluster controller

FEP Configuration

The parameters listed in Table Chtdugh Table C-6 lilistrate input to the Netork Contol

Program (NCP) system generation prodess runs in the host processor using the Network
Definition Facility (NDF). The NDF is part of the ACF/NCP/System Support Program utility. The
output produced by the generation procesddsé modulethat runs in an FEP. Its typical size can
be anywhere from a little under a 1 MBnore than 3 MB. The ACF/NCP/System Support Program
utility is also used for loading and dumping an FEP.
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FEP Configuration

The following tables outline relevant parameters for generating Token Ring resources. For more
specific information, refer to the IBM manual 33448 NCP/SSP Resource Definition Reference

Table C-1 BUILD Definition Parameters

Example

Parameter Value or
Parameter Range Parameter Description and Implementation Notes
LOCALTO 15 Local ing acknowledgment timer (seconds).
REMOTTO 25 Remote ring acknowledegmt timer (seconds).

MAXSESS 5000 Maximum amount of sessidosall attached resources.
MXRLINE None Maximum number of NTRI physical connections (Version 5.2.1
and earlier only).

MXVLINE None Maximum number of NTRI logical connections (Version 5.2.1 and
earlier only).
T2TIMER (localt2 remott2 N3)  (Version 5.R4 and later only.) Parameters specify a receiver

acknowledgement/timer(T2) for local and remote Token Rings
whether from peripheral or subarea nodes. Acceptable values:
localt2 range is 0 to 2.0 secondsmott2range is 0 to 2.0 seconds;
N3range is 1 to 127 (default is 2). The valueddorlt2 and
remott2should be 10 percent of value of the adjacent stations’s T1
timer.N3 specifies the maximum number of I-frames received
without sending an acknowledgment for subarea connections.

The LUDRPOOL definition shown in Table C-2 specifies the number of peripheral resources
required for the correct amount of control block storage to be reserved for new connections.

Table C-2 LUDRPOOL Def inition Parameters

Example

Parameter Value or
Parameter Range Parameter Description and Implementation Notes
NUMTYP2 None Maximum is 16000.
NUMILU None Required for LU Type 2.1 devices (independent LUS).
Table C-3 GROUP Definition Parameters

Example

Parameter Value or
Parameter Range Parameter Description and Implementation Notes
AUTOGEN Number Specifies the number of LINE/PU pairs for this group.
COMPOWN Y Twin FEP backup capable resource.
COMPSWP Y TIC portswap capable (hot backup).
COMPTAD Y TIC capable of IPL loading FEP.
DIAL YES or NO Applies to ECLTYPE parameter specifications.

YES required for (LOGICAL,PERIPHERAL); NO required for all
other combinations indicated in ECLTYPE specification.
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FEP Configuration

Example
Parameter Value or

Parameter Range Parameter Description and Implementation Notes
ECLTYPE (PHYSICAL,ANY) Allows PU 4 and PU 2 devices to attach.
(PHYSICAL, Allows PU 2 type devices only.
PERIPHERAL)
(PHYSICAL, Allows PU 4 devices only.
SUBAREA
(LOGICAL, Defines devices attaching as PU 2.
PERIPHERAL)
(LOGICAL, Defines devices attaching as PU 4.
SUBAREA

LNCTL SDLC Required for NCP processing compatibility.

PHYPORT None Required for ECLTYPE LOGICAL onlyinks this to a ECLTYPE
PHYSICAL.

TIMER error, ras, stap, or Entry points for NTRI timer routines.

Istap
Table C-4 LINE Definition Parameters

Example

Parameter Value or
Parameter Range Parameter Description and Implementation Notes
ADAPTER TIC1 4-MB Token Ring interface.

TIC2 4- or 16-MB Token Ringnterface.

ADDRESS 1088 t01095 Range of validdresses for TICs; only one specified per LINE
definition.

BEACTO 52 Time in seconds the ring can beacdoteeTIC considers it down;
maximum is 600.

LOCADD 4000abbbbbbb Locally administered TIC address, whars any value from 0to 7;
andb is any integer value from 0 to 9.

LOCALTO 1.5 V5R4; same as in BUILD, but onlgr PU 4 (LOGICAL,
SUBAREA) devices; allows granularity for individual TICs for
SUBAREA connections.

REMOTTO 2.5 V5R4 parameter; same as LOCALTO; see BUILD parameters in
Table C-1.

T2TIMER localt2, remott2 N3 V5.4 parameter; see BUILD parameters in Table C-1; can be
defined in LINE definition only if a subarea node was defined in
GROUP definition.

MAXTSL 2044 to 16732 Specifies maximum data in bytes that NTRI can transmit.; TIC1
maximum is 2044; TIC2 maximum at TRSPEED16 is 16732.

PORTADD Number For association of physical to logical ECLTYPEs. Matches physical
or logical ECLTYPE specification.

RETRIES m, t, n, ml Wherem = number of retries for remote ring sessidnrspause
between retry sequenaes= humber of retry sequences, anb=
number of retries in a sequence for local ring sessions.

TRSPEED 4 0or 16 TIC speed.
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VTAM-Switched Major Node Definitions

Table C-5 FEP Physical Unit (PU) Definition Parameters
Example
Parameter Value or
Parameter Range Parameter Description and Implementation Notes
ADDR aa400cccccce Destination service access point (DSAP) and MAC address for the

PU of the Token Ring device in the FEP, whese= the DSAP and
is a nonzero hexadecimal multiple ob4s 0 to 7,c = 0 to 9. Enter
4000 as shown. Only specified if ECLTYPE defined in GROUP
definition is one of the following: (LOG,SUB), (PHY,SUB),
(PHY,ANY) only.

PUTYPE 1,2,0r4 Depends on ECLTYPE:

e For NTRI LOGICAL resources, only PUTYPE=2 is valid; for
NTRI PHYSICAL resources, only PUTYPE=1 is valid

* For NTRI PHYSICAL/SUBAREA LINES and PHYSICAL
PERIPHERAL LINES, only PUTYPE=1 is valid. For NTRI
LOGICAL PERIPHERAL LINES, only PUTYPE=2 is valid.

XID NO or YES Defines the ability of a PU to receive and respond to an XID while
in normal disconnected mode; for NTRI PHYSICAL LINES, only
NO is valid. For NTRI LOGICAL LINES, only YES is valid.

Table C-6 FEP Logical Unit (LU) Definition Parameter

Example

Parameter Value or
Parameter Range Parameter Description and Implementation Notes
LOCADDR 0 Specifythis response only.

VTAM-Switched Major Node Definitions

c-4

Devices that are attached to Token Ring and communicate with an IBM host application must be
defined via the VTAM access method associated with the host. These devices are seen as dial-in
resources from the host side and are defined in a configuration componentSwitchéd Major

Node Some common definitions used in network configurations are outlined in Table C-7 through

Table C-9.
Table C-7 VBUILD Definition Parameter
Example
Parameter Value or
Parameter Range Parameter Description and Implementation Notes
TYPE SWNET Specifies &pe of resource for VTAM; SWNET indicates switched

major node type.
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3174 Cluster Controller Configuration Example

Table C-8 VTAM PU Definition Parameters
Example
Parameter Value or
Parameter Range Parameter Description and Implementation Notes
IDBLK 017 Typical values:
e 017 = 3X74

e 05D = PC-base VTAM PU
¢ OE2 =CiscoSDLLC (registered with IBM)

IDNUM XXXXX Unique number identifying device.
MAXOUT 1to7 Number of I-frames sent toee acknowledgment is required.
MAXDATA 265 Indicates maximum number of bytes a PU 2 device can receive;

ignored for PU 2.1, as this value is negotiable.
Default for 3174 is 521.

PUTYPE 2 Only valid value.

XID YES or NO YES should be used for PU 2.1 devices.
NO should be specified for any other device.

Table C-9 VTAM LU Definition Par ameter

Example

Parameter Value or
Parameter Range Parameter Description and Implementation Notes
LOCADDR 2 through FF Logical unitU) addresses attached to a PU.

3174 Cluster Controller Configuration Example

The following configuration was taken fro®174-13R tuster controller serial number 45362
connected to a Token Ring. These entries were used with a specific 3174 running on a 4-Mbps Token
Ring. The configuration of thi3174-13R involvedhree specific configuration screens. Table C-10
through Table C-12 list the configuratiané numbers, entries used, and descriptions of the
configuration line. Where applicable, extended descriptions are included for configuration entries
that are relevant to the requirements of the routed inteonlet

Note Of particular interest when configuring 3174 devices for a router-based SRB environment are
configuration line items 106, 107, and 384 in configuration screen 2 (refer to Table C-11). These
specify the required addresses and relevant Token Ring type for the cluster controller.

Table C-10 3174-13R Screen 1 Configuration Details

Configuration Line

Number Example Value Parameter Description and Implementation Notes
98 Online test password.

99 TKNRNG Descripbn field.

100 13R Model number.

101 7 Host attachment type.
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3174 Cluster Controller Configuration Example

Table C-11 3174-13R Screen 2 Configuration Details

Configuration Line

Number Example Value Parameter Description and Implementation Notes

106 4000 2222 4444 04 The first i@xadecimal digits form the source MAC address of the
cluster controlle(4000 2222 4444); the lasto digits are the
source SAP (SSAP) fdrl C2 (0x04 =SNA).

107 4000 0037 4501 04 The first 12 hexadecimal digits form the destination MAC address
of the FEP (4000 0037 4501e last two digits are the DSAP for
LLC2 (0x04 forSNA).

108 0045362 Serial number of the cluster controller.

110 0 MLT storage support.

116 0 Individual port assignment.

121 01 Keyboard language.

123 0 Country extended code page support.

125 00000000 Miscellaneous options (A).

126 00000000 Miscellaneous options (B).

127 00 RTM definition.

132 0000 Alternate base keyboard selection.

136 0000 Standard keyboard layout.

137 0000 Modified keyboard layout.

138 0 Standard keypad layout.

141 A Magnetic character set.

165 0 Compressed program symbols.

166 A Attribute select keypad.

168 0 Additional extension; mode key definition.

173 0000 DFT options.

175 000000 DFT password.

179 000 Local format storage.

213 0 Between bracket printer sharing.

215 45362 PU identification.

222 0 Support for command retry.

382 0521 Maximum ring I-frame size; range of values is 265 to 2057.

383 2 Maximum number of I-frames 3174 will transmit before awaiting
an acknowledgment (transmit window size).

384 0 Ring speed of the Token Ring network:

¢ 0 =4 Mbps
¢ 1 =16 Mbps normal token release
e 2 =16 Mbps early token release
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3174 Cluster Controller Configuration Example

Table C-12 3174-13R Screen 3 Configuration Details

Configuration Line

Number Example Value Parameter Description and Implementation Notes
500 0 CSCM unique

501 TOSFNID Network identifier

503 TOSFCTLR LU name

SNA end stations implement Logical Link Control type 2 (LLC2) when attached to a local-area
network (LAN). LLC2 implementghe following:

Timers

Sequencing

Error Recovery
Windowing
Guaranteed delivery

Guaranteed connection

Figure C-2 illustrates how the T1 reply timer and error recovery operates for a 3174. Assume that
the link between the two routers just failed. The following sequence characterizes the error recovery
process illustrated in Figure C-2:

1
2
3
4

5
6

The 3174sends a data frame and starts its T1 timer
The T1 timer expires after 1.6mnds
The 3174 goes interror recovery

The 3174 sends an LLC request (a receiver ready with the poll bit on), which requests the 3745
to immediately acknowledge this frame

The 3174 starts its T1 timer

The T1 timer expires after 1.6cznds

This operation is retried a total of seven times. The total elapsed time to disconnect the session is
calculated as follows:

The first attempt plus 7 retries times 1.6 seconds:
= 8 x 1.6 seconds

= 12.8 seconds
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3174 Cluster Controller Configuration Example

Figure C-2 T1 Timer and Error Recovery Pr ocess for 3174

Token Token -’
R, A, . B

3174
iiEi

3745

Data <«— Tltimer
LLC request «—— x T1 timer
LLC request «———— xT1 timer

(7 retries)
LLC request «—— xT1ltimer g

. ~
DISC <«<— x o
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APPENDIX @M

SNA Host Configuration for SDLC
Networks

This appendix outlines router implementatiaformation related to the fiolwing topics:
® Front-end processor (FEP) configuration for SDLC links
® 3174SDLC configuration worksheet example

Table D-1 outlines 3x74 SDLC poitd-pointconnection for AGS+, MGS, and CGS DCE

appliques.

Table D-1 3x74 SDLC Point-to-Point Connection Support for AGS+, MGS, and CGS DCE
Appliques

Controller Type RS-232 DCE RS-232 NRZI/DCE

3274 1st

Generation

+ 3274-1C Supported Supported

3274 2nd

Generation

« 3274-21C Not tested Supported

3274 3rd

Generation

e 3274-31C Supported Not tested

* 3274-51C Supported Not tested

3274 4th

Generation Need to tie DSR and DTR together Not tested

e 3274-41C on CU side, break DSR to router

» 3274-61C Same as 3274-41C Supported

» Telex 274 Supported Not tested

» Telex 1274 Supported Not tested

DCA/IRMA 3274 Not tested Supported

emulation for DOS
workstations

DEC SNA gateway Not tested Supported
RS 6000 Not tested Supported
multiprotocol

adapter
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FEP Configuration for SDLC Links

Controller Type RS-232 DCE RS-232 NRZI/DCE
3174 Subsystem

CUs 3174 ties pin 11 low
* 3174-01R Not tested (-112vDC) which

forces the applique
into DTE mode (DCE
mode is set when pin
11 is set high)

* 3174-03R Same as 34-01R Same as 3174-01R
* 3174-51R Same as 34-01R Same as 3174-01R
3174

Establishment CUs

« 3174-11R Not tested Supported

* 3174-13R Same as 34-11R Not tested

* 3174-61R Same as 34-11R Not tested

e 3174-91R Same as 34-11R Supported

» Telex 1174 Supported Not tested

FEP Configuration for SDLC Links

Table D-2 through Table D-5 present relevant parameter definitions for an FEP configured to
operate within a router-based environment. These parameters are configured as part of the system
generation process associated with thesgelt Control Program (NCP) on an IBM host.

Table D-2 FEP SDLC Configuration Example GROUP Parameter Listing and Definitions

Parameter Example Values Descript ion and Implementation Notes

LNCTL SDLC Line control parameter that specifies link protocol.

REPLYTO 2 T1 timerthis timer specifies the reply timeout value for LINES in
this GROUP.

Table D-3 FEP SDLC Configuration Example LINE Parameter Listing and Definitions

Parameter Example Values Descript ion and Implementation Notes

ADDRESS (001,HALF) The value 001 is the physicWME interface address of the FEP.

The second parameter specifies thiee half- or full-duplex DATA
transfer within the FEP is used. It also has an effect on the
DUPLEX parameter. If FULL is specified here, DUPLEX defaults
to FULL and attempts to modify this characteristicigrered.

DUPLEX HALF This parameter specifies wher the ommunication line and
modem constitute a half-duplex or full-duplex facility. If HALF is
specified, the RTS modem signal is activated only when sending
data. If FULL is specified, RTS always remains active. Refer to the
ADDRESS parameter in this table.

NRZI YES Encodindor this line; options are NRZ or NRZI.
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3174 SDLC Configuration Worksheet

Parameter Example Values Descript ion and Implementation Notes

RETRIES (6,5,3) Number of retries when REPLYTO expires. Entripiogt (n, t, N
wherem = number of retrieq,= pause in seconds between retry
cycles, andh = number of rery cycles to repeat. This example
would retry 6 times—pausing the value of the REPLYTO between
each RETRY (2 seconds per Table D-2), pause 5 seconds, and
repeat this sequence 3 times for a total of 63 seconds. At the end of
this period, the session is terminated.

PAUSE 2 The delay time in milliseconds between poll cycles. The cycle
extends from the time NCP polls the first entry in the service order
table to the moment polling next begins at the same entry. During
this pause, any data available to send to the end station is sent. If
end stations have data to send when polled and the time to send the
data extends beyond the PAUSE parameter, the next poll cycle
begins immediately.

Table D-4 FEP SDLC Configuration Example PU Parameter Listing and Definitions

Parameter Example Values Descript ion and Implementation Notes

ADDR C1 SDLC address of secondary end station.

MAXDATA 265 Maximum amount of data in bytes¢luding headers) that the UP
can receive in one data transfer; that is, one entire PIU or a PIU
segment.

MAXOUT 7 Maximum number of unacknowledged frames that NCP can have
outstanding before requesting a response from the end station.

PASSLIM 7 Maximum number of consecutive PIU or PIU segments that NCP
sends at one time to the end station represented by this PU
definition.

PUTYPE 2 Specifies Pltype. PU type 2 and 2.1 are both specified as
PUTYPE=2.

Table D-5 FEP SDLC Configuration Example LU Parameter Listing and Definitions

Parameter Example Values Descript ion and Implementation Notes

LOCADDR 2 LU address of devices connectedhe end station PU.

3174 SDLC Configuration Worksheet

Table D-6 through Table D-8 present a configuration taken from an SDLC-connected 3174-91R
cluster controller. The configuration of tt#$74-91R involvedhree specific configuration screens.
Table D-6 through Table D-8 list the configuration line numbers, entries used, and descriptions of
the configuration lines for each screen. Where applicable, extended descriptions are included for
configuration entries that are relevant to the requirements of the routed internetwork.

Table D-6 3174-91R Screen 1 Configuration Details

Configuration Line

Number Example Value Parameter Description and Implementation Notes
98 Online test password
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3174 SDLC Configuration Worksheet

Configuration Line

Number Example Value Parameter Description and Implementation Notes
99 TKNRNG Descripbn field
100 91R Model number
101 2 Host attachment type:
e 2=SDLC

¢ 5= SNA (channel-attached)

e 7 = Token Ring network

Note Configuration line items 104, 313, 317, 340, and 340 in configuration Screen 2 (refer to
Table D-7) are of particular interest when configuring 3174 devices for a router-based SDLC
environment. These lines specify the required SDLC address and relevant SDLC options for the
cluster controller.

Table D-7 3174-91R Screen 2 Configuration Details

Configuration Line

Number Example Value Parameter Description and Implementation Notes

104 Cc2 Specifies the cluster controller SDLC address. It is the same

address that you configure on the router’s serial line interface. It
also represents the PU address of the controller. In multipoint
environments, multiple SDLC addresses may be specified on a
single serial interface.

108 0045448 Serial number of the cluster controller.
110 0 MLT storage support.

116 0 Individual port assignment.

121 01 Keyboard language.

123 0 Country extended code page support.
125 00000000 Miscellaneous options (A).

126 00000000 Miscellaneous options (B).

127 00 RTM definition.

132 0000 Alternate base keyboard selection.
136 0000 Standard keyboard layout.

137 0000 Modified keyboard layout.

138 0 Standard keypad layout.

141 A Magnetic character set.

150 0 Token Ring network gateway controller.
165 0 Compressed program symbols.

166 A Attribute select keypad.

168 0 Additional extension; mode key definition.
173 0000 DFT options.

175 000000 DFT password.

179 000 Local format storage.
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3174 SDLC Configuration Worksheet

Configuration Line

Number Example Value Parameter Description and Implementation Notes

213 0 Between-bracket printer sharing.

215 45448 PU identification.

220 0 Alert function.

310 0 Connect dataset to line operation.

313 0 NRZ = 0; NRZI = 1.

317 0 Telecommunications facility:
¢ 0 = Nonswitched
e 1 = Switched (dial-up)

318 0 Full/half speed transmission; 0 = full speed, 1 = half speed.
Controls speed of modem; can be used in areas where line
conditions are poor.

340 0 RTS control options:
¢ 0 = Controlled RTS (for LSD/MSD operation)
¢ 1 =Permanent RTS (improves performance)

e 2 =BSC (not valid for SDLC operation)
365 0 X.21 switched-host DT&bnnection.
370 0 Maximum itbound I-frame size:
e 0 =265 bytes
¢ 1 =7521 bytes (recommended for better performance)

Table D-8 3174-91R Screen 3 Configuration Details

Configuration Line

Number Example Value Parameter Description and Implementation Notes

500 0 Central Site Change Management (CSGMique

501 XXXXXXXX Network identifier

503 XXXXXXXX LU name (for CSCM)
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effects of exceeding 6-15
high broadcast levels 6-8
used to calculate MaxR  6-14
Cisco 2000
FST encapsulation  3-20
RSRB frame size 3-28
Cisco 2500
FST encapsulation  3-20
RSRB frame size 3-28
Cisco 3000
DCE/DTE support  4-3
FST encapsulation  3-20
RSRB frame size 3-28
Cisco 3104, and SDLC  4-2
Cisco 3204, and SDLC  4-2
Cisco 4000
DCE/DTE support  4-3
FST encapsulation  3-20
half-duplex support  4-3
RSRB frame size  3-28
SDLC 4-2
Cisco 4500
DCE/DTE support  4-3
half-duplex support  4-3
Cisco 4500, and SDLC  4-2
Cisco 7000
DCE/DTE support  4-3
fast switching  3-23
FST encapsulation  3-20
RSRB frame size 3-28
SDLC 2-21,4-2
Cisco 7010, and SDLC  4-2
Cisco Token Ring card

See CTR card
ciscoBus controller, and encapsulation  3-23
class of service
See COS
Clear To Send
See CTS
CLNS
advantages of routing 1-7
broadcast traffic, levels 6-6
congestion feedback 1-8
FECN bit  6-15
Frame Relay networks 6-11
I1IS-IS  1-11
partially meshed topologies  6-13
route redistribution  1-25
cluster controllers
3174
configuration example C-5, D-3
failure recovery  3-29
permanent RTS 4-20
prioritization of devices = 3-47
RSRB 1-15
Token Ring gateway, example 4-18
checklist, STUN design 4-14
PIU support 4-4
prioritization of devices 4-8
STUN configuration 4-1
virtual multidrop  4-5
commands
access-list 3-48, 7-11
custom-queue-list 3-46
dialer load-threshold  7-11
dialermap 7-10
dialer rotary-group  7-10
interface dialer 7-10
ip default-network  7-9
ip hello-interval eigrp  3-31
iproute 7-8
ipx route sap  7-9
ipx watchdog-spoof  7-13
keepalive 3-30
locaddr-priority-list  4-8
netbios access-list 3-48
netbios enable name-cache 3-13
netbios name-cache query timeout  3-15
netbios name-cache recognized-timeout
netbios name-cache timeout 3-14
network 3-33
passive-interface  7-9, 7-11
priority-group  3-45, 4-7
priority-list ~ 3-45, 4-13
redistribute static  7-8
router igrp 3-33
rsrb remote-peer  3-48
sap priority-list  3-46
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sdlc simultaneous  4-8

sdlc simultaneous single  4-8

sdllc partner 4-19

sdllc traddr command  4-19

show buffers  3-23

show controllers  3-23

show interfaces  3-23

show ip route cache 3-24

show source-bridge 3-24
source-bridge explorerg-depth  3-11

source-bridge proxy-explorer  3-12, 3-13

source-bridge proxy-netbios-only  3-13
source-bridge remote-peer  3-47
source-bridge spanning  3-6
standby group  1-39
standby ip  1-39
stun route address tcp  4-7, 4-8, 4-13
timers basic  3-33
username 7-5
xid 4-19
committed burst
See Bc
committed information rate
See CIR
complete updates 2-6
configuration costs  4-20
Connectionless Network Service
See CLNS
Control field, SDLC frame format 4-3, 4-4
convergence
components  3-30
definition 1-14, 2-5
Enhanced IGRP 2-9-2-12, 3-30, 3-32
IGRP 3-30
OSPF
considerations 2-22
failure detection 2-22, 3-34
route recalculation 2-22
time to achieve 3-35

RIP  3-30
routing protocol  2-5, 3-32
SRB

Ethernet failure, effects  3-32
FDDI failures, effects 3-31
keepalives 3-30
link failures, detecting  3-30
serial failure, effects 3-31
summary 3-34
time to achieve 3-30
Token Ring failure, effects  3-31
variance, effects  3-27
core service layer 3-39
COS
design guidelines  4-13
flow control  4-13

router support  4-12

router support for  4-12

stun route address tcp command  4-13

transmission group links, busy  4-10
cost-based routing  1-15

costs
assessing 1-4-1-5
balancing 1-2

configuration  4-20, 4-21

equal 2-5,3-21, 3-24

Frame Relay 6-9, 6-11

leased lines 4-11, 6-10

metric 2-21

OSPF 2-22

ownership 1-1

performance, balancing 6-1, 6-7

process switching  3-22

tariff  6-4

unequal 2-5, 3-21

virtual circuits  6-3
counting-to-infinity, adjusting  3-32
CPU usage

Enhanced IGRP 2-13

link state protocols 2-6

network scalability limitations  2-6

OSPF 2-23
CRC, and SDLC 4-2,4-4
CTR card

FST encapsulation 3-23

recommendations for use  3-28

SRB frames 3-23
CTS, duplex capabilities B-2
custom output queuing

compared with priority queuing  4-13

enabling 3-46

precedence 3-46

SAP prioritization  3-46

SRB  3-45-3-46

STUN 4-13
custom-queue-list command  3-46
cyclic redundancy check

See CRC

D

Data Carrier Detect
See DCD

data communications equipment
See DCE

Data Exchange Interface
See DXI

Data Link Connection Idifiers
See DLCIs

data link control layer
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See DLC layer
data link, SDLC 4-2
data terminal equipment
See DTE
DATMODE definition statement  B-2
DCD, duplex capabilities B-2
DCE
appligue 4-3
definition B-2
duplex capabilites B-1, B-2
SDLC support for  4-2
DDN 1-32
DDR
addressing 7-4
AppleTalk internetworks
AFP 7-14
eliminating broadcasts 7-14
static zones  7-9
asynchronous modems 7-8
bandwidth 7-11
dialer maps 7-10
DTR dialing 7-6
encapsulation
HDLC 7-6
PPP 7-6
SLIP  7-6
X.25 7-6
interesting packets  7-1, 7-11
introduction  1-17
IP internetvorks
access lists  7-12
default routes  7-9
passive interfaces  7-9
split horizon  7-9
static routes  7-8
IPX internewvorks
access lists  7-13
SAP updates 7-9
spoofing watchdog packets 7-13
static routes  7-9

ISDN
BRI 7-7
PRI 7-8

rotary groups 7-10
security issues

callerID 7-5

CHAP 75

interactive login  7-5

PAP 7-5
shapshot routing  7-10
supported

media 7-1

protocols  7-1
synchronous serial lines  7-6
topologies

fully meshed 7-4
hub and spoke 7-3
point-to-point  7-2-7-3
uninteresting packets  7-1, 7-11
V.25bis  7-6
dead timers
default values, OSPF  2-22
NetBIOS 3-15

OSPF 3-34
debug command 1-5
DECnet

address cache 1-31
broadcast levels 6-6
cost-based routing  1-15
Frame Relay 6-11
gateway services 1-24
Phase IV
addresses 1-24
FECN bit 6-15
Phase V addresses 1-24
default routes
DDR 7-9
OSPF 2-20
Defense Data Network
See DDN
definition parameters
BUILD C-2
GROUP C-2-C-3,D-2
LINE C-3, D-2-D-3
LU C-4,C-5,D-3
LUDRPOOL C-2
PU C-4,C-5,D-3
demilitarized zone
See DMZ
designated router 2-14
destination service access point
See DSAP
devices
line-sharing 4-17, 4-20
modem-sharing 4-17, 4-20
dialer load-threshold command 7-11
dialer map command 7-10
dialer maps, DDR  7-10
dialer rotary-group command  7-10
dial-on-demand routing
See DDR
Diffusing Update ALgorithm
See DUAL
direct HDLC encapsulation
fast switching  3-23
format and limitations  3-21
SAP filters  3-47
SDLLC 4-19
SRB 3-20-3-21, 3-23
discovery protocols  1-32-1-33
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Distance Vector Multicast Routing Protocol

See DVMRP

distance vector routing protocols  1-14, 3-32, 6-13

distributed networks, SNA  3-2
distribution service layer  3-39
distribution services
definition 1-11
filters 1-22
gateway services 1-24
media translation  1-25
policy-based  1-23
route redistribution  1-25
DLC layer 4-10
DLClIs
broadcast-intensive protocols 6-8
definition  6-7
frame replication 6-13
fully meshed topologies  6-11
limiting the number of 6-9
line speed 6-8
logical interfaces  6-12
static routes  6-8
tariff metrics  6-14, 6-15
virtual interfaces 6-15-6-17
DMz 2-18
Domain Name System
See DNS
downtime, cost 1-5
DS-3 5-5
DSAP 3-46, C-4,C-6
DTE
appliqgue 4-3
duplex capabilities B-2
SDLC support  4-2
DTR dialing 7-6
DUAL convergence 2-9-2-12
duplex
definition, IBM  B-1
full  4-2, B-1-B-2
half 4-2,B-1-B-2
DVMRP 1-30
DXl 5-3-5-5,5-8

E

E1/E3, bandwidth 3-39
E3 coaxial cable 5-5
echo addressing 4-11, 4-12
echoplex B-1
EGP 6-6
EIA/TIA-232, SDLC support  4-2
encapsulation
direct HDLC 4-19
fast switching  3-23

FST 4-19

general 1-18
GRE 1-18
HDLC 7-6

IP 1-26, 3-20, 4-16
overhead 4-19

PPP 1-32,7-6

process 3-19

processor interrupt level  3-20
SLIP 7-6

SRB
direct HDLC 3-20-3-21
FST 3-20
TCP/IP  3-19
WAN framing 3-19
TCP/IP

definition 3-19
frame fragmentation  3-28
local acknowledgment 3-28
overhead 4-19
parallel links ~ 3-25
variance 3-28
WAN parallelism 3-22
X.25 7-6
End System-to-Intermediate System
See ES-IS
Enhanced IGRP
addressing 2-7
broadcast traffic
level 6-6
reducing 6-13
convergence
characteristics  3-30, 3-34, 3-35
feasible distance 2-9
feasible successor 2-9
operation 2-9-2-12
successor 2-9
equal-cost paths, SRB  3-25
hello timer 6-6
metrics 2-8
route selection 2-8
route summarization 2-8
scalability
bandwidth 2-13
CPU usage 2-13
memory 2-13
security 2-13
SRB 3-29, 3-36
topology 2-7
unequal-cost paths, SRB  3-25
equal-cost paths  2-5, 2-22, 3-21, 3-24
ES-IS 1-32
estimating
costs 1-4-1-5
traffic  1-5
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user requirements  1-3
Ethernet
direct HDLC encapsulation  3-20
failure
detection 2-5, 3-32
effects 3-32
keepalives 3-30
priority queuing  3-45
SAP filters  3-47
excess burst
See Be
exchange identification
See XID
expansion costs  1-4
explorer packet processing queue
enabling 3-11
recommended size  3-49
explorer packets

all-routes
broadcasting 3-9
definition 3-6

NetBIOS name caching 3-12, 3-13
spanning 3-6, 3-7, 3-8, 3-9

caching, and NetBIOS SRB networks 3-44

definition  3-5
excess, preventing 3-3;11, 3-12, 3-43
local 3-6
marking 3-5
parallel virtual rings  3-42
processing, examples  3-6
propagation 3-5-3-12
proxy explorer feature  3-12
reply cache 3-12
spanning 3-6-3-9
storms  3-10-3-11
types 3-5
virtual rings  3-43
Exterior Gateway Protocol
See EGP
external routes
definition  2-20
metrics, OSPF  2-21

F

failure detection
Ethernet 3-30, 3-32
FDDI 3-31
general 2-5
keepalives 3-30
OSPF 2-22
serial links  3-30, 3-31
Token Ring 3-31
fast switching

buffer usage 3-23
definition  3-23
disabling 2-22
load balancing 1-34, 2-5
parallel links  3-25, 3-28
priority queuing  3-45
SRB design  3-22
variance 3-27
verifying 3-24
WAN transmissions 3-20
Fast-Sequenced Transport encapsulation
See FST encapsulation
fault tolerance
cost 1-33
FDDI 1-38
load balancing 1-34
media failure  1-37-1-38
meshed topologies 1-34
partially meshed topologies  6-11
power failures 1-35
star topologies  6-11
Token Ring 1-38
FCS field, SDLC frame format 4-4
FD
See feasible distance
FDDI
direct HDLC encapsulation  3-20
failures
causes 3-31
detection time  3-31
effects 3-31
fault tolerance  1-38
OSPF 2-21
priority queuing  3-45
SDLLC 4-16
feasible distance 2-9
feasible successor 2-9
FECN 6-15
FEPs
connectivity issues  3-42
duplex capabilities B-2
hierarchical topologies  3-4, 3-40
meshed topologies  3-4
partially meshed topologies  3-41
proxy explorer feature  3-12
reducing CPU utilization 4-22
STUN 4-1
Token Ring 3-4, 3-39
traffic filtering  3-43
typical environments  3-2
virtual
multidrop  4-5
rings 3-3, 3-42
Fiber Distributed Data Interface
See FDDI
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filters
area and service 1-22
DDR 7-12,7-13
FEP traffic 3-43
limiting explorer packets 3-43
OSPF 2-23
packet 1-31
SAP, SRB 3-47
firewall, example 2-18
Flag field, SDLC frame format 4-3
Flash updates, bandwidth  2-6
flat
protocols 2-1
topologies
SNA 3-2
SRB connectivity 3-2, 3-39
flooded updates 2-6

flow control
COS 4-13
STUN 4-9

focus groups 1-3
Format Identification type 4-10
forward
maximum burst  5-6
peak cell rate  5-6
progress, definition  3-26
sustainable cell rate  5-6
Forward Explicit Congestion Notification
See FECN
four-wire multipoint connections  B-2
frame check sequence field
See FCS field
frame check sequence field, SDLC frame format 4-4
frame count fields, SDLC frame format 4-3
frame format, SDLC
Information  4-11, 4-12
Supervisory  4-4, 4-17
Unnumbered 4-4
Frame Relay
BECN 6-15
broadcast
multicast frames  6-13
replication, effects  6-11
traffic, effects of 6-8
broadcast-intensive protocols 6-8
encapsulation 3-19

FECN 6-15
frame replication, effects  6-13
IGRP 6-13

implementation

example 4-23

issues regarding  6-8
line speed considerations  6-8
maximum DLCIs per interface  6-8
MaxR, calculating 6-14

multiprotocol environments  6-15-6-17
overflow handling 6-15
performance issues 6-G;14-6-17
RIP 6-13
SDLLC 4-16
split horizon, disabling 6-12-6-13
star topologies  6-11
topologies
fully meshed, problems 6-11
hierarchical meshed 6-8-6-9
hierarchical, designing  6-7-6-8
hybrid meshed 6-10
partially meshed 6-11-6-12
regions 6-10
updates, size 6-8
virtual interfaces  6-12
frames
copying, SRB  3-10
out-of-order  3-20, 3-22
replicating, Frame Relay 6-13
sizes
RSRB 3-28
SDLC, recommendations  4-20
SRB network design  3-48
SRB
direct HDLC encapsulation  3-20-3-21
FST encapsulation 3-20
RIF field 3-16
TCP/IP encapsulation  3-19
front-end processors
See FEPs
FST encapsulation
benefits  3-20
definition  3-20
fast switching  3-23
format 3-20
parallel paths, SRB  3-25
recommendations for use  3-28
redundancy 3-7
SDLLC 4-19
SRB 1-18, 1-19, 3-23
full duplex
data
mode B-2
transfer B-2
definition
asynchronous B-1
IBM B-1
SDLC support  4-2
fully meshed topologies
DDR 7-4
example 3-5
Frame Relay 6-11
NetBIOS 3-13, 3-39
packet-switched services 6-4-6-5
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remote virtual rings  3-4

G

gateway services 1-24
Generic Routing Encapsulation
See GRE
GRE
avoiding recursive routing loops  1-22
communication between discontiguous networks  1-
21
eliminating hop count restrictions  1-20
establitiing policies 1-21
improved route selection 1-20
link saturation 1-21
routing decision considerations  1-21
security  1-20
supported protocols  1-18
using a single protocol backbone  1-20
GROUP definition parameters
FEP SDLC D-2
FEP SNA C-2-C-3

H

half bridges
IBM definition  3-4
router support  3-4
SRB 3-2
half duplex
data transfer B-2
definition
asynchronous B-1
IBM B-1
SDLC support  4-2
handshaking protocols  1-7
HDLC encapsulation

DDR 7-6
operation  3-20-3-21
SAP filters on WAN links ~ 3-47
SRB 3-23
usage 4-19
WAN framing  3-19
hello

packets, OSPF 2-22, 3-34

timer, Enhanced IGRP 6-6
helper addressing

broadcasting 1-29

definition 1-27

Novell IPX 1-27
hierarchical design

NetBIOS environments  3-44

SNA environments  3-40-3-43
hierarchical model
definition 1-11
illustrated (figure) 1-12
hierarchical topologies
broadcast handling 6-3
design alternatives 6-3—6-5
Frame Relay 6-7-6-8
management 6-3
meshed
broadcast traffic  6-9
Frame Relay 6-8—6-9
packet replication  6-9
NetBIOS 3-44
packet-switched services
advantages 6-2
designing 6-2-6-3
requirement for  2-1
scalability 6-3
SNA 3-2,3-40
SRB, example 3-4
virtual ring, SRB  3-43
High-Level Data Link Control
See HDLC
holddown
disabling 3-33
IGRP convergence
hot backup 1-17
Hot Standby Router Protocol
See HSRP
HSRP 1-39
hub and spoke topologies 7-3
huge buffers  3-23, 3-28
human factors tests  1-3
hybrid
internetworks  1-10, 6-3
meshed topologies  6-10
HyperSwitch A100 5-8

3-32-3-34

IARP  6-16

IBM IP networks
default IGRP timers  3-33
IGRP convergence 3-33
OSPF 3-34

ICMP  1-7

ICMP Router Discovery Protocol
See IRDP

IEEE 802.5 frame  3-16

IEN-116  1-30

IETF 2-13

IGMP  1-29

IGRP
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broadcast levels 6-6
characteristics 1-4
convergence 3-30, 3-32, 3-34
equal-cost paths, SRB  3-25
Frame Relay 6-8, 6-13
load balancing 1-34
parallel WAN paths 3-24
path optimization 1-14
route redistribution  1-25
route summarization 3-35
routes, and Enhanced IGRP  3-36
scalability, SRB  3-37
ships-in-the-night routing  1-11
SNA, network design  3-35
SRB 3-29
timers, changing 3-33
unequal-cost paths  1-16, 3-25
IGS
FST encapsulation  3-20
RSRB frame size 3-28
implementation issues, SRB  3-1
Info field, SDLC frame format 4-4
Information frames
local acknowledgment  4-12
NCP-to-NCP communications 4-11
remote NCP load sequence 4-12
installation costs 1-4
integrated routing  1-11
Integrated Services Digital Network
See ISDN
interarea routes  2-20
interesting packets 7-1, 7-11
interface dialer command 7-10
interface status changes, OSPF 2-22
Interior Gateway Routing Protocol
See IGRP
Intermediate System-to-Intermediate System
See IS-IS
Internet Control Message Protocol
See ICMP
Internet Engineering Task Force
See IETF
InternetGroup Management Protocol
See IGMP
Internet Protocol
See IP
Internet Protocol Security Option
See IPSO
interoperability, network  1-4
interviews, used to assess requirements  1-3
intra-area routes  2-20
Inverse Address Resolution Protocol
See IARP
I0S Release 10 7-1, 7-10
I0S Release 10.0 5-5

I0S Release 10.0 (5) 7-6

IOS Release 10.2  3-6, 4-6, 4-7, 4-25, 7-1, 7-6, 7-7, 7-8, 7-

13
IP

addressing, subnetting example  A-1-A-10

broadcast levels 6-6
DDR 7-12
destination cache 3-24
encapsulation 1-26, 3-20, 4-16
Enhanced IGRP  2-7
Frame Relay 6-11
frames, and FST encapsulation  3-20
multicast  1-29
routing protocols
equal-cost paths, SRB  3-24
parallel links ~ 3-24-3-27
ip default-network command  7-9
ip hello-interval eigrp command  3-31
ip ospf cost command 2-21
ip ospf dead-interval command 2-22
ip route command 7-8
IPSO 1-31
IPX
address cache 1-31
broadcast levels 6-6
cost-based routing  1-15
DDR 7-13
Frame Relay 6-8, 6-11, 6-13
multiring  3-18
priority queuing example  3-44
SRB 3-18
ipx route sap command  7-9
ipx watchdog-spoof command  7-13
IRDP 1-32
ISDN  7-5, 7-7
IS-IS  1-4, 2-1, 6-6
ISO CLNS, Frame Relay 6-11

K

keepalive command 3-30
keepalives
Ethernet 3-32
link stability  3-30
OSPF 3-34
preventing traffic  4-16
timer for, adjusting  3-30
Token Ring 3-31

keywords
local-ack 4-7
priority  4-7
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L

LANs
framing, SRB  3-16
implementation example  4-23
NetBIOS name caching 3-13
TCP/IP encapsulation  3-19
LAT 1-8
leaf areas, OSPF 3-36-3-37
leased lines 4-11, 4-16
limited-route explorer packets
See spanningxplorer packets
LINE definition
FEP
SDLC parameters D-2-D-3
SNA parameters C-3
virtual multidrop, configuring 4-6
line speed recommendations
Frame Relay 6-8
SDLC 4-20
line-sharing devices 4-17, 4-20, B-3
link
failures
detection 3-30
limiting effects  3-37
speed, TCP/IP encapsulation 3-19
state
changes, OSPF 2-14, 2-23, 3-37
routing protocols  1-14, 2-6, 2-13, 2-14
LLC2
FST encapsulation  3-20
local a&cknowledgment of sessions  4-16
local termination 1-13, 4-23
prioritizing sessions  3-46
SDLLC 4-16
SNA end stations C-7
SRB LAN framing 3-16
load balancing
encapsulation 3-22
fast switching 1-34
fault tolerance 1-34
general 1-16, 2-5
IGRP 1-4
per-destination 2-5
per-packet 2-5, 2-22
SRB WANs 3-24
switched access 1-17
unequal-cost paths  3-25, 3-26
variance, using  3-25-3-27
locaddr-priority-list command  4-8
local
acknowledgment
IGRP 3-34
implementation over STUN  4-11
QLLC conversion 4-26

recommendations for use, SRB  3-27
SDLC 4-5, 4-16-4-17
TCP/IP encapsulation 3-28, 4-19
caching 1-30
explorer packets 3-6
SRB 3-19
termination
bandwidth management 1-13
flow control  4-9
LLC2 4-16, 4-23
SDLC 4-5, 4-23
SDLC Transport 1-19
local acknowledgment
WAN bandwidth, saving 1-13
Local Area Transport
See LAT
Local Service Access Point
See LSAP
local-access services
controlling broadcasts 1-29
definition 1-11
evaluating 1-27-1-33
local caching 1-30
media access security  1-31
name caching 1-30
network addressing  1-27
proxy services 1-30
router discovery protocols  1-32-1-33
segmentation 1-28
local-ack keyword  4-7
local-area networks
See LANs
logical
service layers  3-39
units
See LUs
Logical Link Control type 2
See LLC2
logical topology 2-1
LSAP 3-48
LUDRPOOL defnition parameters  C-2
LUs
definition parameters
FEP, SDLC D-3
FEP, SNA C-4
VTAM C-5
prioritization  1-15, 3-47, 4-8—-4-9

M

MAC
addresses 1-7, C-4
field 3-16

major nodes, VTAM-switched 4-20, 4-22, C-4

12 Internetwork Design Guide



MAU 3-31
maximum data rate
See MaxR
maximum transmission unit
See MTU
MAXOUT 4-20
MaxR
calculating 6-14
definition  6-14
effects of exceeding 6-15
MBONE 1-30
media
access security  1-31
standards, ATM 5-11-5-12
translation, definition 1-25-1-27
Media Access Control
See MAC
media attachment unit
See MAU
memory usage
Enhanced IGRP 2-13
network scalability limitations  2-6
OSPF 2-23
meshed topologies
fault tolerance 1-34
IGRP variance 3-28
packet-switched services  6-7
RIP  3-29
size, reducing  3-39
TCP/IP encapsulation 3-28
metric maximum-hops command  3-32
metrics
Enhanced IGRP, tuning 2-8
FDDI and OSPF 2-21
OSPF, tuning 2-21
tariff  6-14-6-15
MGS
DCE appliques D-1
DCE/DTE support  4-3
fast switching  3-23
FST encapsulation  3-20
half-duplex support  4-3
RSRB frame size limitation  3-28
SDLC 2-21,4-2
modems, asynchronous 7-8
modem-sharing devices 4-17, 4-20, B-2, B-3
MOSPF 1-30
MTU
SDLC supporfor V.24 and EIA/TIA-232 4-2
size, changing 3-29
mtu command  3-29

multicast
definition  1-29
IP  1-29-1-30
multidrop

access, SDLLC 4-17

two-way simultaneous mode  4-7
multilink transmission groups  4-12
multiple-switch designs, ATM  5-10-5-11
multipoint

definition B-2

duplex issues B-2-B-3

serial links B-1-B-3

two- and four-wire connections  B-2

multiport
bridging, SRB  3-2
routers  3-2

multiprotocol environments
Frame Relay 6-15-6-17
parallel links  3-22
prioritizing traffic  3-39
traffic  6-7
multiprotocol routers, and SRB  3-18
multiring, and IPX  3-18

N

Name Binding Protocol
See NBP
name caching, NetBIOS
age timer, adjusting 3-14
broadcast damping 3-15
datagram broadcasts 3-14, 3-15
enabling 3-13
general 3-12-3-13
OS/2 LAN Requester 3-15
overview 1-30
timers, controlling  3-15
NAME QUERY frames, NetBIOS
broadcast frame 3-13
broadcast handling 3-12
OS/2 LAN Requester 3-15
NAME-RECOGNIZED frames, NetBIOS  3-13
NBP 7-14
NBP proxy sevices 1-31
NCP
configuration guidelines  4-13
deviations from SDLC standard 4-11
duplex issues B-2
elements of architectural model 4-10
implementation example  4-22
remote load sequence 4-12
SDLC communications 4-10-4-12
traffic over routers  4-11
NetBIOS
access filters, building  3-48
broadcasts, controlling 3-12-3-16
characteristics 3-12
fully meshed topologies  3-39
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hierarchical topology 3-44
local explorer packet generation  3-6
name caching
broadcast damping 3-15
datagram broadcasts 3-14, 3-15
enabling 3-13
general 3-12-3-13
OS/2 LAN Requester 3-15
overview 1-30
SRB design  3-44
timers, controlling  3-15
OSPF 3-37
prioritizing traffic ~ 3-46
SAP filters  3-47
session layer convergence requirements  3-34
SRB network design  3-48
WAN parallelism  3-21
netbios access-list command 3-48
netbios enable name-cache command 3-13
netbios nhame-cache query-timeout command  3-15
netbios nhame-cache recognized-timeout command  3-15
netbios name-cache timeout command 3-14
NetWare
addressing 1-27
NetBIOS and SRB  3-12-3-16
service policies 1-24
services, helper addresses  1-29
network command  3-33
Network Control Program
See NCP
network design
basic process 1-2
routing protocol selection
SRB 3-39-3-48
networks, distributed SNA  3-2
no ip route-cache command 2-22
nonhierarchical protocols 2-1
non-NIC addressing 2-18, 2-19
nonreturn to zero
See NRzZ
nonreturn to zero inverted
See NRZI
nonstub areas 2-20
Novell IPX
See IPX
NRZ, SDLC support 4-2
NRZI
applique 4-3
SDLC support

3-35-3-37

4-2,D-1

O

open routing protocols  1-4
Open Shortest Path First

See OSPF
opportunity costs  1-5
OS/2 LAN Requester 3-15

OSPF

addressing
bit-wise subnetting 2-18
non-NIC  2-18, 2-19
options 2-16-2-21
separate network numbers  2-17
VLSM 2-18

area border routers  2-15

areas
assigning A-1

designing 2-15
number per router 2-14
types 2-20-2-21
authentication 2-23
backbones
design 2-15
limitations of 2-15
SNA, designing for  3-37
broadcast levels 6-6
convergence
considerations 2-22
failure detection 2-22, 3-30
route recalculation 2-22
SRB 3-34
dead timer 2-22, 3-34
default routes 2-20
design guidelines  2-13-2-23
equal-cost paths, SRB  3-25
external routes  2-20
failure detection 3-34
hello packets 2-22, 3-34
hierarchical requirements  2-1
interarea routes  2-20
interarea traffic, controlling 2-22
interface status changes 2-22
intra-area routes  2-20
metrics, tuning  2-21
neighbors, number of 2-14
NetBIOS 3-37
nonstub areas 2-20
parallel WAN paths  3-24
path optimization 1-14
recomputations, effects  3-37
route filters  2-23
route selection 2-21
routers, number of 2-14
scalability 2-16, 2-23
security 2-23
SRB network design  3-29, 3-36—-3-37
startup, controlling  2-23
stub areas 2-15, 2-20
subnetting, example A-1-A-10
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summarization 2-16, 2-19, 2-21
topology 2-14-2-15

virtual links  2-15

VLSM, example A-1-A-10

P
packet video 6-15
packets
filtering 1-31
order of

parallel links  3-22
resequencing 1-7, 3-19
out-of-order, effects 2-5
per-destination load balancing 2-5
replicating, effects  6-9
packet-switched services
broadcast issues 6-6
designing 6-1, 6-3-6-5
Frame Relay guidelines 6-7
fully meshed topology  6-4-6-5
hierarchical topology = 6-2-6-3
partially meshed topology  6-5
performance issues  6-7
redundancy 6-7
star topology 6-4
tariff metrics  6-14-6-15

WANs 3-22
PAP, DDR 7-5
parallel links

encapsulation  3-22
equal cost, SRB  3-24
IP routing protocols  3-24-3-27
packet ordering  3-22
recommendations for, SRB  3-28
SRB
encapsulation concerns  3-25
network design  3-48
unequal cost, SRB  3-25
variance 3-27
WAN issues 3-21
partial updates 2-6, 2-23
partially meshed topologies
Frame Relay 6-11-6-12
limitations  3-44
packet-switched services  6-5
remote virtual rings  3-4
scalability 3-42, 3-43
split horizon 6-12-6-13
Token Ring  3-39, 3-41
partition, backbone 2-15
passive interfaces  7-9
passive-interface command  7-9, 7-11
Password Authentication Protocol

See PAP
path control layer
See PC layer
path information units
See PlIUs
path optimization 1-14
PAUSE statement, NCP  4-13, 4-14
pause timer, NCP  4-13
PC layer 4-10
per-destination load balancing 2-22
performance
Frame Relay 6-7, 6-14—-6-17
hybrid internetworks  6-10
SRB network design  3-48
periodic updates 2-6
permanent
RTS 4-20, B-3
virtual
circuits  5-5, 6-7
connections  6-7
per-packet load balancing 2-22
physical layer interface modules
See PLIMs
physical topology 2-1
physical units
See PUs
PIM 1-30
PlUs
COsS 4-12
PC layer 4-10
resequencing 4-13
transmission header 4-10
types 4-4
PLIMs 5-5
P-NNI Phase 0 protocol 5-10
point-to-point
direct HDLC encapsulation 4-19
SDLC support D-1
two-way simultaneous mode  4-8
Point-to-Point Protocol (PPP)
See PPP
point-to-point topologies  7-2
policies, examples  1-23
policies, for GRE 1-21
poll timer, NCP  4-13
power faults  1-35
PPP 1-32,7-6
precedence
custom output queuing  3-46
IGRP over Enhanced IGRP  3-36
SAP prioritization  3-46
PRI 7-8
Primary Rate Interface
See PRI
primary station, SDLC  4-13
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prioritization
9.1 algorithm  4-13
custom output queuing  4-13
general 1-14
LUs 1-15, 3-47, 4-8-4-9

multiprotocol internetwork traffic ~ 3-39

NetBIOS 3-46

SAP  3-46

SNA 3-46

SRB 3-44-3-48

STUN 4-7
priority

keyword 4-7

queuing

backbone bandwidth, used to manage
compared with custom output queuing  4-13

enabling 3-45

fast switching  3-23, 3-45

SAP prioritization  3-46

SDLC 4-6

SRB  3-44-3-45

traffic prioritization 1-14

X.25 3-45, 3-46
priority-group command  3-45, 4-7

priority-list command  3-45, 3-47, 4-7, 4-13

process switching
definition  3-22
determining ifinuse 3-24
equal-cost paths  3-24
load balancing with variance 3-26
priority queuing  3-45
SRB design  3-22
WAN transmissions 3-20

processor interrupt level, and encapsulation

proprietary routing protocols  1-4
Protocol Independent Multicast
See PIM
protocols
flat 2-1
nonhierarchical 2-1
routing 2-1-2-6
proxy
ARP 1-32
explorer feature
definition  3-12
enabling 3-12
limiting for NetBIOS  3-13
NetBIOS SRB networks 3-44
overview 1-31

polling 1-31
services
ARP 1-31
NBP 1-31

NetBIOS name caching 1-30
overview 1-30

3-20

1-13

PSTN 1-17,7-1
Public Switched Telephone Network
See PSTN
PUs
address prioritization  3-47
definition parameters
DATMODE B-2
FEP C-4
FEP SDLC D-3
virtual multidrop, configuring  4-6

VTAM C-5
STUN 4-1
PVCs 5-5

Q

QLLC conversion 4-25-4-27

queue-list command 4-13

queues
custom output  3-45-3-46, 4-13
explorer packet processing  3-49
priority  3-44, 4-6

queuing
priority compared with custom output
weighted-fair  3-45

R

rate queues 5-5
rates, configurable 5-6
Receiver Not Ready frames  4-5, 4-17
Receiver Ready frames 4-5, 4-17
redistribute static command  7-8
redundancy
backup router hardware 1-38
fault tolerant media 1-37-1-38
links  1-34-1-35
meshed topologies
benefits 1-35
fully 6-5
hybrid  6-10
partially  6-5, 6-11
options  1-33
OSPF backbones 2-15
packet-switched internebrks  6-7
redundant power 1-35
RIP  3-29
SRB
achieving 3-7
example 3-8-3-9
star topologies 1-35
regression testing  1-6

4-13
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Reject frames

4-5,4-17

reliability, internetwork  1-31-33-1-39, 2-9
remote source-route bridging

reply cache, explorer packet
reply timer

See RSRB
3-12
C-7

Request for Comments

See RFCs

Request to Send

rerouting in multilink transmission groups
response time

See RTS

1-3,1-4

Reverse Path Forwarding

See RPF

reverse SDLLC 4-23
RFCs

RIF

RII

ring wrapping, causes

RIP

rotary groups

1247 2-13
1256 1-32
1483 5-5

cache 1-25

evaluation 3-16

explorer packet marking  3-5
format 3-17-3-18
modification 3-9

3-16, 3-18

3-31

advertisement 1-31
broadcast levels 6-6
convergence 3-30
equal-cost paths, SRB  3-25
Frame Relay 6-13

history 1-32
IPX 1-11
meshed topologies
parallel WAN paths
path optimization
redundancy 3-29
route redistribution
SRB 3-29

7-3, 7-10

3-29
3-24
1-14

1-25

route

2-20
2-23
1-25

advertisement
filters, OSPF
redistribution
selection

alternatives 2-4-2-5

Enhanced IGRP 2-8

metrics, OSPF  2-4-2-5

OSPF 2-21
summarization

contiguous address space requirement

definition 2-2

Enhanced IGRP 2-8

4-12

2-15

IGRP 3-35
OSPF 2-16, 2-19, 2-21, 3-37
subnetting A-1

routed protocols

cost-based routing  1-15
integrated routing  1-11
router igrp command  3-33

router support, half bridges 3-4
routing
advantages 1-7
bridging, combined  1-9
definition 1-6
integrated 1-11
ships-in-the-night  1-11
Routing Information Field
See RIF
Routing Information Identifier
See RII
Routing Information Protocol
See RIP
routing loops, definition
routing protocols
broadcast traffic compared 6-6
convergence
Enhanced IGRP  2-9
OSPF 25
SRB 3-29-3-35
cost-based 1-15
P 3-24
link state  2-6, 2-13
metrics, OSPF  2-4-2-5
network design  3-35—-3-37
route selection
Enhanced IGRP  2-8
OSPF 2-21
route summarization
Enhanced IGRP  2-8
OSPF 2-16
scalability 3-37-3-38
Enhanced IGRP 2-13

3-30

OSPF 2-5

security
Enhanced IGRP 2-13
OSPF 2-6

selecting for SRB  3-29
topology, evauating 2-1
unequal-cost paths, SRB  3-25
updates
effects on Frame Relay 6-8, 6-11
number 6-11
size 6-8
Routing Table Maintenance Protocol
See RTMP
Routing Table Protocol
See RTP
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routing table regeneration, CPU usage 2-6
RPF 1-30
RSRB
encapsulation overhead 4-19
frame sizes 3-28
implementation example  1-15, 4-23
LU prioritization ~ 3-47
parallel paths  3-25
QLLC conversion 4-26
SDLLC 4-16
slow-speed serial links  1-19
rsrb remote-peer command  3-48
RTMP  6-6, 7-10
RTP 6-6
RTS
duplex issues B-2
permanent 4-20

S

SAP (IPXDDR) 7-9
SAP (IPX)
broadcast levels, comparison  6-6
broadcasts, helper addresses  1-29
messages, restricting 1-24
updates
broadcasting in packet-service networks 6-3
effects on Frame Relay 6-8, 6-11
Frame Relay broadcasting 6-13
SAP (OSlI)
filters  3-47
prioritization, SRB  3-46
SRB  3-47
sap priority-list command  3-46
sap-priority command  3-46
scalability
effects of encapsulation 3-19
Enhanced IGRP  2-13
hierarchical design, benefit 6-3
IGRP 3-35
limitations, general 2-5
operational issues  2-5
OSPF 2-23
packet-switched design  6-1
partially meshed networks  3-42
routing protocols  2-5, 3-37-3-38
SRB 3-1, 3-11, 3-44
SCl card
direct encapsulation  3-23
fast switching  3-23
frame size limitations  3-28
half-duplex support  4-3
process switching  3-23
SDLC

3174 configuration D-3-D-5
address mapping 4-6
broadcast
addressing 4-12
virtual multidrop  4-6-4-7
DCEs B-2
definition 4-2
echo addressing 4-11, 4-12
FEP configuration D-2-D-3
frame control fields 4-4
frame format

Addr field 4-3
Control field 4-3,4-4
FCSfield 4-4
Flag field 4-3

frame check sequence field 4-4
frame count fields field 4-3
Info field 4-4
frame size recommendations  4-20
host configuration D-1-D-2
line speed recommendations  4-20
local acknowledgment 4-5
local termination  4-5, 4-23
NCP communications  4-10—4-12
NCP-to-NCP communication  4-10
PIU support 4-4
QLLC conversion 4-25-4-26
serial-attached devices 4-16
station configuration 4-13
STUN configuration  4-5-4-15
support for V.24 (EIA/TIA-232) 4-2
transmission groups  4-9-4-14
two-way simultaneous mode  4-7—4-8
virtual multidrop  4-5
SDLC Logical Link Control type 2
See SDLLC
sdlc simultaneous command  4-8
sdlc simultaneous single command  4-8
SDLC Transport 1-19
sdlc virtual-multdropcommand  4-7
SDLLC
checklist, design 4-24-4-25
configuration 4-16-4-19
definition 4-16
encapsulation overhead 4-19
fault-tolerant host example  4-22
frame translation 1-26
guidelines and recommendations  4-20
implementation example 4-18-4-19
local acknowledgment  4-16-4-17
multidrop access  4-17
operation of routers  4-16
reverse 4-23
scenarios 4-20-4-23
strategic LAN/WAN example 4-23
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sdllc partnerommand  4-19
sdllc traddr command 4-19
sdllc xid command 4-19
SDU 5-2
secondary station, SDLC  4-13
security
access, controlling 2-6
CHAP 1-32,7-5
DDR 7-5
Enhanced IGRP 2-13
GRE 1-20
IP authentication 2-6
OSPF 2-23
packet filtering 1-31
PAP 7-5
SDLC 4-6
segmentation, local policies 1-28
sensitivity testing  1-6
sequenced RTP  6-6
Serial Line Internet Protocol
See SLIP
serial links
convergence 3-30
duplex issues B-1-B-3
failure
detection time 3-31
effects 3-31
HDLC encapsulation  3-20
keepalives 3-30
multipoint connections B-1-B-3
SAP filters  3-47
STUN 4-7
utilization, improving  4-7
serial tunneling
See STUN
Service Access Point
See SAP (OSI)
Service Advertisement Protocol
See SAP (IPX)
service data units
See SDUs
service layers
definition 1-11
logical 3-39
Service Profile Identifier
See SPID
session loss
preventing 3-30, 3-34
reasons for 3-21
ships-in-the-night routing  1-11
show buffers command 3-23
show command 1-5
show controllers command 3-23
show interfaces command  3-23
show ip route cache command  3-24

show source-bridge command 3-24
signaling, ATM  5-7
simultaneous mode  4-7-4-8
single-route explorer packets

See spanningxplorer packets
single-switch designs, ATM  5-8-5-10
SIP card, direct encapsulation  3-23

SLIP 7-6
SMDS, and encapsulation  3-19
SNA

3174 configuration, SDLC D-3-D-5
convergence 3-29
duplex issues B-1
end stations and LLC2 C-7
FEP configuration
SDLC D-2-D-3
SRB C-1-C-4
hierarchical topology  3-4, 3-40
host configuration, SDLC D-1-D-2
IP for SRB  3-29
local explorer packet generation  3-6
network design  3-35—-3-38
node configuration for SRB  3-29
partially meshed topologies  3-41
prioritizing traffic  3-46, 4-13
proxy explorer feature  3-12
QLLC conversion 4-25-4-27
SDLLC 4-20
session
integrity  4-23
layer convergence requirements  3-34
SRB network design  3-48
STUN 4-14
typical topologies  3-2
VTAM-switched major node configuration, SRB
4-C-5
WAN
bandwidth 4-11, 4-13
congestion 4-13
multiprotocol backbone  4-13
parallelism 3-21
SNAP, and_AN framing for SRB ~ 3-17
snapshot routing  7-10
Software Release

8.3(6) 4-3
9.0(3) 4-3

9.1 3-25,3-44, 4-13, 6-16
9.1(2) 4-3

9.1(7) 4-3

9.1(9) 3-46, 3-47, 4-9
9.21 2-7, 3-45, 4-13, 6-12
SONET/SDH  5-5
source service access point
See SSAP
source-bridge explorerg-depth command  3-11
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source-bridge proxy-explorer command 3-12, 3-13
source-bridge proxy-netbios-only command  3-13
source-bridge gllc-local-aclommmand  4-26
source-bridge remote-peer command  3-20, 3-47
source-bridge spanning command  3-6
source-route bridging
See SRB
source-route translational bridging, example  1-25
source-route transparent bridging, example  1-25
spanning
auto 3-6
explorer packets
forwarding 3-7
NetBIOS 3-12

production  3-6, 3-8, 3-9
feature
design imperatives  3-44
effects 3-7, 3-8, 3-9
enabling 3-6
tree updates, effects on Frame Relay 6-11, 6-13
SPID 7-7
split horizon
DDR, IP internetworks 7-9
Frame Relay, disabling 6-12—6-13
SRB
3174 configuration, example  C-5-C-7
address cache 1-31
all-routes explorer packets 3-6-3-9
checklist, design 3-48-3-49
convergence
components  3-30
Enhanced IGRP 3-34
link failure, effects 3-30
OSPF 3-34
serial link failure  3-31
summary 3-34
custom output queuing  3-45-3-46
design issues 3-35-3-38
encapsulation
direct HDLC 3-20-3-21
FST 1-19, 3-20
TCP/IP  1-20, 3-19
Enhanced IGRP network design  3-29, 3-34, 3-36
environments, typical  3-2
equal-cost paths  3-24, 3-25
examples 3-8-3-9
explorer packet
processing 3-6
propagation 3-5-3-12
traffic, reduction  3-7
FEP configuration C-1-C-4
frame size 3-28
framing
direct HDLC encapsulation  3-20-3-21, 3-23

FST encapsulation 3-20, 3-23

process 3-19

TCP/IP encapsulation 3-19
half bridge, definition 3-4
hierarchical topology  3-4, 3-40
history 3-1

IGRP network design  3-29, 3-35, 3-37
LAN framing 3-16

LLC2 3-16

load balancing and WANs  3-24

local

acknowledgment, recommendations for
definition  3-19
explorer packets 3-6
maintenance issues  3-35-3-38
multiport bridging  3-2
NetBIOS 3-44
network design  3-39-3-48
OSPF network design  3-29, 3-36-3-37
parallel links, recommendations for  3-28
partially meshed topologies

43, 3-44
priority queuing  3-44-3-45
RIP  3-29
routing protocol

convergence 3-29-3-35

scalability issues  3-37-3-38
selecting 3-29
SAP
filters 3-47
prioritization  3-46
scalability 3-11
SNAP evaluéon 3-17
spanning explorer packets
Token Ring 3-1, 3-6
unequal-cost paths  3-25
virtual rings
definition 3-2
hierarchical topologies  3-43
VTAM-switched major node configuration
WAN framing 3-19
SSAP  3-46,C-6
standby group command  1-39
standby ip command  1-39
star topology
advantages, packet-switched services 6-4
disadvantages, Frame Relay 6-11
fault tolerance  1-35
Frame Relay 6-11

3-6-3-9

static
routes
DDR, IP internetworks 7-8
DLCIs 6-8
equal cost paths, SRB  3-25
zones

AppleTalk, DDR 7-9

3-27

3-4, 3-39, 3-41, 3-42, 3-

C-4-C-5
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STM1 5-5
storms
broadcast 1-7, 3-30
explorer packet 3-10
STS-3c 55
stub areas
definition  2-20
virtual links  2-15
STUN
checklist, design 4-14-4-15
COS 4-10
definition 4-1
flow control  4-9
local acknowledgment  4-11
LU prioritization ~ 3-47
pass-through 4-11
prioritization  4-7
priority group command  4-7
priority list command  4-7
proxy polling 1-31
redundant backbone example 4-21
SNA 4-14
stun route address tcp command  4-7
stun route address tcp command  4-6, 4-7, 4-8, 4-13
subinterface configuration commands  6-15
subnetting, example A-1-A-10
Subnetwork Access Protocol
See SNAP
successor 2-9
summarization, route  2-8, 2-16, 2-19, 2-21
summary routes, areas without 2-20
sunken costs  1-5
Supervisory frames  4-4, 4-5, 4-17
support costs  1-4
surveys 1-3
switched access 1-17
Switched Multimegabit Data Service
See SMDS
switching
fast 3-20, 3-23, 3-25, 3-27, 3-45
NetBIOS 3-44
process 3-19, 3-20, 3-22, 3-24, 3-26
types 3-22
Synchronous Data Link Control
See SDLC
synchronous serial lines  7-6
Systems Network Architecture
See SNA

T

T1/T3, bandwidth  3-39
tariff metrics  6-14-6-15
TAXI 4B/5B 5-5

TCP/IP
backoff algorithm  6-15
encapsulation
costs 3-19
definition  3-19
frame size limits  3-28
parallel paths  3-25
recommendations for use  3-28
SAP filters  3-47
SDLLC 4-19
fast switching  3-23
local acknowledgment  4-5
process switching  3-22
gueue, and SDLC  4-9
STUN prioritization  4-7
Terminal Access Controller Access Control System
See TACACS
throughput 1-3
TIC 4-20, 4-22,C-2,C-3
timers
adjusting to reduce traffic, Frame Relay 6-13
hello, Enhanced IGRP 6-6
IGRP 3-33
NetBIOS 3-15
OSPF 3-34
pause, NCP  4-13
poll, NCP  4-13
reply C-7
TCP/IP encapsulation 3-19
update, basic neighbor 3-33
timers basic command  3-33
Token Ring
3745 gateway 4-18
definition parameters
BUILD C-2
GROUP C-2-C-3
LINE C-3
LU C-4,C-5
LUDRPOOL C-2
PU C-4,C-5
VBUILD C-4
failures 3-31
fault tolerance  1-38
frame
copying 3-10
size, SDLLC 4-20
HDLC encapsulation 3-20
hop count limit  3-43
internetworks, general  3-1
keepalives 3-31
limitations  3-48
multiple PUs  3-47
Novell IPX  3-18
parallel links, recommendations for  3-28
partially meshed topologies  3-39, 3-41
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priority queuing  3-45
process switching  3-22
reliability 3-30

SAP filters  3-47

SDLLC 4-22

single SRB path topologies  3-9
spanning explorer packets 3-6
split bridges 3-8

SRB network design  3-49
virtual rings  3-10, 3-11

WAN
framing 3-19
links  3-42
Token Ring interface coupler
See TIC
topological database 2-2
topologies
changes to
CPU usage 2-6
effects 2-5

serial line failure  2-5
designing for Frame Relay 6-10
flat 3-2
fully meshed
DDR 7-4
Frame Relay 6-11
SRB 3-4, 3-5, 3-13, 3-39
hierarchical
meshed 6-8-6-9
NetBIOS 3-44
requirement for  2-1
hub and spoke 7-3
hybrid meshed 6-10
logical 2-1
meshed 3-28, 3-29, 3-39
OSPF 2-14-2-15

partially meshed  3-4, 3-39-3-44, 6-11-6-12

physical 2-1
point-to-point ~ 7-2
SNA 3-41

TOS 1-15

traffic
backbone, controlling 6-10
broadcast 6-6, 6-8, 6-9
estimating 1-5
explorer packet, preventing 3-43
forward progress rule  3-26
IP, limitations on  3-19
keepalives 3-31
load balancing 3-22, 3-25
maximizing 3-21, 3-23
MaxR, effect of exceeding 6-14
measurement 6-14
minimizing  3-28
multiprotocol  6-7

optimizing SNA and NetBIOS  3-29
prioritization  1-14
recomputation  3-37
separating 6-15
throttling, star tpology 6-11
traffic shaping functions 5-5
translational bridging 4-23

Transmission Control Protocol/Internet Protocol

See TCP/IP
transmission groups

definition 4-10

design guidelines  4-13

multilink  4-12

NCPs 4-9-4-12

router support for  4-12
transmission header, PIU  4-10

tunneling
definition 1-18
GRE 1-18

serial, and SDLC  4-1-4-15
turnaound delays B-3
two-way simultaneous mode  4-7-4-8
two-wire multipoint connections B-2
type 1 external metrics 2-21
type 2 external metrics 2-21
type of service

See TOS

U

unacknowledged application protocols

unequal-cost paths  2-5, 3-21, 3-25, 3-26, 3-27

uninteresting packets  7-1, 7-11
Unnumbered frames 4-4
update intervals  3-30
updates

bounded 2-6

Enhanced IGRP 2-13, 3-36

Flash 3-33,3-34

flooded 2-6

forms of, general 2-6

IGRP 3-33, 3-34, 3-35

link 3-37
OSPF 2-23
partial  2-6

routing 6-3, 6-8, 6-11, 6-13
SAP 6-3, 6-8, 6-11, 6-13
service 6-8
spanning tree  6-11, 6-13
user community profiles  1-3
user requirements, estimating  1-3
username command  7-5
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V.24, SDLC support 4-2
V.25bis  7-6
V.35, SDLC support  4-2
variable-length subnet masks

See VLSMs
variance

holddown 3-33

IGRP 3-28

IP routing  3-25-3-27
variance command  3-27
VBUILD definition parameter C-4

virtual
circuits  4-25, 6-3, 6-5-6-7
interfaces
configuring 6-15-6-17
partially meshed topologies for Frame Relay 6-
12
links, OSPF
partitioned areas  2-15
stub areas 2-20
use of 2-15
multidrop, implenenting with SDLC ~ 4-5
rings
connectivity, administering  3-4
definition  3-2
design limitations  3-39
explorer packet processing  3-10
FEPs 3-3
hierarchical topologies 3-42, 3-43
replicated explorer packets  3-42
types 3-4
virtual telecommunications access method
See VTAM
VLSM

addresses, assigning A-2, A-3
assigning subnets, example A-1-A-10
bit-wise subnetting 2-18
Enhanced IGRP  2-7
route summarization 2-3
VTAM-switched major nodes 4-20, 4-22, C-4-C-5

W

WANS
bandwidth, and RIP  3-29
direct HDLC encapsulation  3-20
framing, SRB options  3-19
parallel links  3-21
parallelism, and switching  3-22
RSRB frame sizes 3-28
SRB, and IP routing protocols  3-24

TCP/IP encapsulation  3-19
watchdog packets, spoofing  7-13
weighted-fair queuing  3-45
wide-area networks

See WANSs
window size

definition, IBM  4-20

X.25 6-7
work-load modeling 1-5

X

X.21 4-2
X.25

broadcast-intensive LANs 6-7, 7-6

DDR 7-7

performance issues  6-7

priority queuing  3-45, 3-46

QLLC 4-25-4-27

SDLLC 4-16

virtual circuit  6-7

window size limitations  6-7
XID 4-4

Z
ZIP  7-14
Zone Information Protocol

See ZIP
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